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1. Introduction
In hierarchical cell search, timing acquisition is performed using the primary SYNC channel (P-SCH) which carries the primary SYNC code (PSC). The P-SCH is also used to provide channel estimates to decode the cell-specific information embedded in the secondary SYNC channel (S-SCH). In general, P-SCH should be properly designed to offer good performance in various deployment scenarios (e.g. asynchronous and synchronous) and the set of PSCs be chosen to have good correlation and frequency domain properties [1, 2]. 
While the existing P-SCH alternatives may share some common ground, a host of S-SCH schemes are designed quite differently. It is unclear which scheme(s) should offer better performance. In this contribution, we attempt to provide some initial comparison of the three S-SCH alternatives in [3, 4, 5]. While the three alternatives utilize different coding strategies for S-SCH (FEC, GCL, and Hadamard sequences), they utilize channel estimation to perform coherent detection of the cell-specific information. The three alternatives are compared in terms of cell search performance and UE-related complexity. The cell search performance is studied in both asynchronous and synchronous scenarios. Our finding can be summarized as follows:

· The three schemes offer comparable performance in both asynchronous and synchronous scenarios although the FEC-based S-SCH consistently offers slightly better performance in asynchronous network and multi-PSC scenarios. It is also confirmed that the three schemes suffer from significant performance loss in a tightly synchronized network when one cell-common PSC is used. Such loss does not occur when multiple PSCs are used.
· The GCL-based approach incurs higher UE complexity than the other two alternatives. The complexity of Hadamard-based scheme with 10-bit cell-specific information is comparable to the FEC-based scheme carrying 12-bit cell-specific information. 
· The maximum number of cell-specific information bits that can be carried by the Hadamard-based, GCL-based, and rate ¼ FEC-based schemes are 10, 12, and 15, respectively.      
2. Overview of Three S-SCH Schemes
The FEC-based scheme utilizes forward error correcting (FEC) code to encode the cell-specific information bits. This scheme simply treats the cell-specific information bits as data bits. Since channel estimates can be made available from the P-SCH and the symbol timing is acquired, it is natural to apply the common modulation-and-coding strategy to the cell-specific information bits. Since the number of bits is quite small, convolutional coding with maximum free distance in conjunction with BPSK modulation is a good candidate. The resulting symbols are then OFDM-modulated. To limit the UE complexity, the constraint length K is chosen to be small. For example, K=4 is used in [1, 2] and shown to offer good performance. At the UE, a simple BPSK-based Viterbi decoder can be used. The details are given in [3]. To allow for differential detection, it is also possible to use differential BPSK. The maximum number of bits that can be carried per OFDM symbol is 
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 where r is the coding rate. For example, it is 15 bits for K=4 and r=1/4.  Note that if tail biting is used, the maximum number of bits become 18. 
While the FEC-based scheme utilizes a simple binary antipodal coding approach, the GCL-based scheme in [4, 6] essentially uses a waveform (non-binary) coding. The waveform is composed of the multiplication between a GCL sequence and a sinusoid. At the UE, differential combining followed by FFT can be used to detect the GCL index. After the GCL sequence is detected and undone, the sinusoid can be detected coherently using channel estimate. Another FFT is needed to extract the sinusoid index. The maximum number of bits that can be carried is 
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The Hadamard-based approach uses a concatenation of 2 Walsh-Hadamard sequences, each having half the length [5]. Using this scheme, a total of 322=1024 concatenated sequences can be generated. This approach allows an efficient coherent demodulation since the 2 sequences are separable. Instead of having to correlate over 1024 sequences after coherent combining, two Hadamard transforms of length-32 can be performed and each of the 2 sequences can be detected separately. This scheme can carry up to 10 bits of cell-specific information.
3. Comparison
In this section, we compare the three schemes in terms of cell search performance, UE complexity, and flexibility.
3.1. Cell Search Performance

The simulation assumptions and methodology follow those in [1] and [7] (Approach 1). The P-SCH employs 2x repetitive structure. The 2-part replica-based timing detection is used. Frequency-domain pseudo-random binary sequences are used for the PSCs. Stage 3 is currently not simulated in this contribution and will be included in the future evaluation.
Following the methodology in [1], both asynchronous and synchronous scenarios are simulated with one cell-common PSC and 8 PSCs (each designated to a cell). Also, the average cell search time is plotted against the percentile over cell edge UEs.
The parameters for the three schemes are as follows:

1. FEC-based: convolutional coding with tail bits (no tail biting), r=1/4, K=4 carrying 12 bits.
2. GCL-based: 64 GCL sequences and 64 sinusoids (carrying 12 bits)

3. Walsh-Hadamard (WH)based: 32x32 = 1024 concatenated sequences (carrying 10 bits)

Note that the WH-based scheme carries 2 fewer bits than the other two schemes.
The results are depicted in Figures 1, 2, 3, and 4 for the four ISD values. The following can be observed:

· The three schemes offer comparable performance in both asynchronous and synchronous scenarios. However, the FEC-based S-SCH consistently offers slightly better performance in asynchronous network and 8-PSC scenario. 

· All the three schemes suffer from significant performance loss in a tightly synchronized network when one cell-common PSC is used. The loss is amplified as the cell size is increased. Such loss does not occur when 8 PSCs are used.
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Figure 1. Average cell search time: ISD=0.5-km
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Figure 2. Average cell search time: ISD=1.732-km
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Figure 3. Average cell search time: ISD=3.464-km
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Figure 4. Average cell search time: ISD=8.66-km
3.2. Complexity
To compare the complexity of the three S-SCH schemes, the following parameter values are chosen according to [1, 3, 4]:

1. FEC-based: K=4 (M=8); n=2, 3, and 4; L=15

2. GCL-based: N=75; M=128; L1=64; L2=64

3. WH-based: N=64

Based on the above parameter values, the resulting complexity numbers are given below. The number of cell-specific information bits and the occupied sub-carriers are also shown. The relative complexity is also given in terms of gate counts. Typically 1 RM requires approximately 8x number of gates compared to 1 RA.
Table 1. Complexity comparison of the three S-SCH schemes 

	Scheme
	RM per S-SCH symbol
	RA per S-SCH symbol
	Relative complexity
	No. cell specific info bits
	No. occupied sub-carriers

	FEC-based n=2
	120
	352   
	1312        
	12
	30

	FEC-based n=3
	180
	427                        
	1867                         
	12
	45

	FEC-based n=4
	240
	532   
	2452  
	12
	60

	GCL-based 
	5376
	6702
	49710
	12 (max)
	75

	WH-based
	256
	574
	2622
	10 (max)
	64


The following can be observed from the above table:

· The complexity of FEC-based scheme with n=4 is comparable to WH-based scheme. However, it should be noted that the above setup allows the FEC-based scheme to support 12 bits of cell-specific information, while the WH-based scheme can only support 10 bits of cell-specific information.

· The GCL-based scheme results in approximately 20x more logic complexity than the rate ¼ FEC-based scheme. Both schemes can support the same number of cell-specific information bits (12 bits). It should be noted that this analysis only represents the logic operations and is only confined for stage 2 cell search. Also, further optimization for the GCL-based scheme may be possible to reduce the number of real multiplications. It should also be noted that the UE complexity related to cell search is typically dominated by stage 1.
3.3. Flexibility
As mentioned in Section 2, the FEC-based scheme with rate ¼ K=4 convolutional coding can carry up to 15 bits, which is more than the GCL-based (12 bits) and Hadamard-based (10 bits). This is useful if other cell-specific parameters (than the cell ID and the number of Node B antennas [3,5]) need to be carried in the SCH. Such parameters should be needed for demodulating the BCH. An example is the information related to the reference signal. 
Note that the coding rate and the constraint length of the FEC-based scheme can be adjusted to provide the best trade-off in terms of performance, complexity, and overhead. In addition, tail biting can be used to further reduce the overhead (in terms of the number of occupied sub-carriers). From Table 1 and the results in Section 3.1, it can be inferred that for the same performance and S-SCH content, the FEC-based scheme requires fewer number of sub-carriers. This is advantageous since the unoccupied sub-carriers can be used for other purposes or logical channels. 
4. Conclusions
In this contribution, we compare three different S-SCH schemes from [3], [4], and [5]: FEC-based, GCL-based, and Walsh-Hadamard-based. The comparison is performed in terms of cell search performance, UE complexity, and flexibility. The results can be summarized as follows:
· The three schemes offer comparable performance in both asynchronous and synchronous scenarios although the FEC-based S-SCH consistently offers slightly better performance in asynchronous network and multi-PSC scenario. It is also confirmed that the three schemes suffer from significant performance loss in a tightly synchronized network when one cell-common PSC is used. Such loss does not occur when 8 PSCs are used.

· The GCL-based approach incurs higher UE complexity than the other two alternatives. The complexity of Hadamard-based scheme with 10-bit cell-specific information is comparable to the FEC-based scheme carrying 12-bit cell-specific information. 

· The FEC-based scheme possesses better flexibility in terms of the number of cell-specific information bits that can be carried by the S-SCH.
The comparison is further summarized in Table 2 below.
Table 2. Summary of comparison of the three S-SCH schemes
	
	FEC-based
	GCL-based
	Hadamard-based

	Performance
	Comparable. FEC-based gives slightly better performance in asynchronous and multi-PSC scenarios 

	Complexity
	Lower
	Higher
	Lower 

	Maximum number of bits
	15
	12
	10

	Overhead (no. sub-carriers per OFDM symbol) for 10 and 12 bits
	52 and 60
	75 and 75
	64 and n/a


Appendix A
In this section, the UE complexity analysis for the three S-SCH schemes is given. The complexity is measured in terms of the number of real additions (RAs) and multiplications (RMs) per S-SCH symbol. Also, dual-antenna receiver is assumed. Note that finding the maximum of N real numbers is equivalent to (N-1) RAs.
A.1
FEC-based S-SCH with convolutional coding 


The following assumptions are used (based on [1]):

· Rate 1/n convolutional code with constraint length K, which results in M=2K-1 states
· The number of cell specific information bits plus tail bits = L
· BPSK modulation

For each trellis state, the branch metric is computed based on the real part of the inner product between the received signal and the frequency-domain channel estimate at each sub-carrier. This can be pre-computed since BPSK modulation is used. Each branch metric can be computed as follows:
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For each trellis section, the redundancy in (1) can be exploited to reduce the required number of computations
. 
The breakdown in terms of the number of RMs and RAs is given in the table below.

Table 3. Complexity of FEC-based S-SCH

	
	No. real multiplications (RMs) per S-SCH symbol
	No. real additions (RAs) per S-SCH symbol

	Branch metric computation
	4nL
	3nL + L2n-1

	Cumulative metric computation per state
	-
	2(L-2K+1)(M-1)

	Finding per-state survivor
	-
	LM

	Total
	4nL
	L(3n + 2n-1+ 3M – 2) – 2(2K – 1)(M – 1)


In addition, a memory to store the per-state survivor for each trellis section is needed. Each per-state survivor is represented by 1 bit. This results in the total memory of ML bits, which is small compared to the complexity incurred by the arithmetic and logic operations. A unit of 1-bit memory typically costs ~100x less than one RA in terms of gate counts.
A.2 
GCL-based S-SCH 
The following assumptions are used (based on [5]): 

· Sequence length = N
· The number of GCL indices = L1, the number of sinusoid indices = L2
· The GCL index is differentially detected and the sinusoid index is coherently detected. FFT-based index detection is used for lower complexity. An M-point FFT is assumed. 
It is assumed that 1 complex multiplication consists of 4RMs and 2 RAs. Also, 4 RMs and 6RAs are needed for each FFT butterfly. 
The breakdown is given in the table below.

Table 4. Complexity of GCL-based S-SCH

	
	No. real multiplications (RMs) per S-SCH symbol
	No. real additions (RAs) per S-SCH symbol

	Differential correlation
	8(N – 1)
	6(N – 1)

	FFT-based detection of GCL index
	(2M)log2M
	(3M)log2M + L1 – 1 

	Multiply the received signal with GCL sequence
	8N
	4N

	Coherent combining with channel
	8N
	6N

	FFT-based detection of sinusoid index
	(2M)log2M
	(3M)log2M + L2 – 1 

	Total
	24N – 8 + (4M)log2M
	16N + L1 + L2 – 2 + (6M)log2M


A.3 
Walsh-Hadamard-based S-SCH

Coherent detection of the composite Walsh-Hadamard sequence is used [4]. The total sequence length is assumed N, and the length of each of the dual sequences is half. For each Walsh-Hadamard butterfly section, 2 RAs are needed.
The breakdown is given in the table below.
Table 5. Complexity of WH-based S-SCH

	
	No. real multiplications (RMs) per S-SCH symbol
	No. real additions (RAs) per S-SCH symbol

	Coherent combining with channel (only extract real parts)
	4N
	3N

	2 half-length WHTs 
	-
	(N)log2(N/2)

	Detect 2 WH sequences (2 sequences are separable)
	-
	2(N/2 – 1) 

	Total
	4N
	4N – 2 + (N)log2(N/2)
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� When n is a power of 2, a butterfly structure can be used. But this is not assumed in this analysis.
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