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1. Introduction
This contribution provides an update for R1-062652.

The shared control channel (SCCH) in E-UTRA is the major part of the overhead (in addition to the reference signal - RS) that critically impacts achievable throughput and peak data rates. Minimization of the SCCH overhead requires corresponding minimization of the signaling bits and optimization for the spectral efficiency of the transmission scheme. While only minor improvements are possible for the former, mainly through efficient mapping techniques for the scheduled UE IDs and resource block (RB) allocations, the latter requires careful design to exploit all unique attributes of OFDMA transmission and can offer dramatic improvements in the SCCH size as measured by the required RBs.

This contribution focuses on the transmission of SCCH Category 1 (Cat1) but the transmission of Categories 2 and 3 (Cat2/3) is also addressed.

2. Joint versus Separate Coding for SCCH Category 1
For downlink (DL) scheduling, there are a number of options for the SCCH coding and a description is given in [1]. In [2], a joint coding scheme was proposed for SCCH Cat1. Cat2/3 may be separately coded in the assigned resource blocks (RBs) to maximize the spectral efficiency of the corresponding transmissions. Moreover, this allows for Cat3 information to be more often signaled (e.g. every TTI) than Cat1 information which may remain valid over several TTIs. The proposed scheme is illustrated in Figure 1. TDM is considered for the SCCH [3] and it is further assumed that Cat1 coding employs a different CRC than Cat2/3 and therefore the number of CRC bits is increased by the number of different MCS regions times 16. However, it is FFS whether the improved spectral efficiency from having Cat2/3 in the assigned RBs is enough to offset the separate CRC that is required or whether it is preferable to also code at least Cat2 (and possibly Cat3) together with Cat1.   
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Figure 1: Joint Coding for SCCH Cat1 (multiple MCS). Separate Coding for Cat1 and Cat2/3.
As for joint coding, there are several options for separate coding [1, 4, 5]. For brevity, we focus on the option in [1] ([4] and [5] effectively suggest the same alternate option where the UE ID is embedded in the RBs a UE is scheduled and multiple decodings are performed). The SCCH transmission with separate coding is shown in Figure 2. The UE ID is embedded in the CRC in Cat1, and Cat2/3 transmission from each UE uses its own CRC. However, in this manner, a UE can only monitor its own ID and having a group ID for multiple UEs is not easily applicable. In both Figures 1 and 2, the size (occupancy) of Cat1 and Cat2/3 is exemplary (Cat1 may frequency hop in the first OFDM symbol and may occupy part of the second one while Cat2/3 may not be transmitted in every assigned RB).    
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Figure 2: Separate Coding for SCCH Category 1. Separate Coding for Cat1 and Cat2/3.

The attributes for each option have been extensively discussed and are briefly mentioned for reference.

a) Joint coding reduces Cat1 signaling bits by utilizing reduce UE IDs (9 bits) and efficient RB mapping. This assumes that enough UEs are scheduled in each MCS region.
b) Joint coding improves decoding performance by utilizing turbo instead of convolutional coding. Again, the assumption is that enough UEs are scheduled in each MCS region.

c) Separate coding allows for per UE link adaptation through fast transmit power control (TPC) while joint coding allows for per MCS region link adaptation (no variation of transmit power).

It has been argued that a disadvantage of joint coding is the need for a Cat0 which should be received by all UEs to inform of the size of MCS regions. However, for the same reason, Cat0 is also required for separate coding to inform of the number of individual codewords. The only alternative to Cat0 is that SCCH is always dimensioned to accommodate a maximum number of UEs (or that a Cat0 is infrequently transmitted). However, in addition to scheduler restrictions on the maximum number of scheduled UEs, such an approach will also lead to substantial waste in resources when the scheduled UEs are less than the maximum, which is further exacerbated by fluctuations due to MIMO and varying UE channel conditions and capabilities as it is further discussed in [6]. 
Another claimed disadvantage for joint coding is the inapplicability of beam-forming. However, no beam-forming application analysis or benefits have been shown for the SCCH reception nor is it expected that beam-forming is a mandatory feature. It can be similarly argued that CLTD could be used but the corresponding DL and UL overheads and errors are likely to negate any theoretical gains. 

On the other hand, no evaluation showing the benefits of link adaptation through fast TPC for separate coding has so far considered the effect of power variations on the CQI estimate such a link adaptation relies upon or the effect on the CQI estimate used for data scheduling. In addition, when combined with FDM, power balancing will create severe scheduler bottlenecks as the scheduler does not only have to determine the best UEs for RB assignment in each TTI, but also needs to account for the potentially large power variations on data power transmission in some RBs due to the power adaptation of the multiple control channels, thereby increasing the dimension of the optimization problem. Unlike the potential power stealing for RS transmission (which may not necessarily happen from data but rather from the empty RS sub-carrier in case of multiple transmit antennas), the amount of power stealing for the control channel is variable between TTIs and is variable in the number of involved control channels.   
Also, for cells that are not fully loaded or interference limited, fast TPC is wasteful for bandwidth. Joint coding would allow the SCCH to occupy far fewer RBs in such cases and allow for higher throughput.

More importantly, when a majority of scheduled UEs at adjacent cells are located near the cell edge, link adaptation through fast TPC will be ineffective. Such cases are by far the most important ones as the SCCH spectral efficiency is low and the overhead can become excessive. This will further reduce the smaller throughput already afforded to cell edge UEs. Joint coding in the lowest MCS region is particularly appropriate as the reduced signaling requirements coupled with turbo coding gains can alleviate the SCCH overhead.  
2.1. Link Adaptation through Fast Transmit Power Control

Link adaptation through fast TPC may actually be detrimental or simply inapplicable because:

a) Since all cells apply fast TPC on the SCCH, previous CQI measurements cannot properly predict the CQI for the current Cat1 transmission. An example for this was recognized in [8, 19], depicted in Figure 3 (from [8], a conflict exists although previous CQI measurements may have indicated otherwise), and the suggestion for the application of either CDM or cell-specific frequency mapping on SCCH sub-carriers was made. While this may mitigate the problem, it requires extra complexity either at the Node B transmitter and UE receiver (CDM) or for cell frequency planning (cell-specific frequency mapping). More importantly, while cell frequency planning may also be needed for other E-UTRA functions, it may still not adequately solve the present issue (e.g. enough cell edge UEs are scheduled for the frequency mapping to be ineffective) without additional restrictions (e.g. SCCH interference co-ordination).
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Figure 3: Fast TPC Conflict.
b) For asynchronous networks, SCCH fast TPC affects data scheduling as the fast interference power variations lead to unpredictable CQI variations in interfering OFDM symbols.
c) With FDM of the control and data channels, fast TPC affects data scheduling as mentioned above regardless of whether the network is synchronous or asynchronous.

d) If RS in adjacent Node Bs occupy different sub-carriers, as required to support interference co-ordination, interference cancellation, and improve cell edge throughput through RS transmit power adjustments [9], then RS in adjacent Node Bs may occupy the same sub-carriers as the SCCH in a reference Node B. A consequence of applying fast TPC on the SCCH is that previous CQI measurements cannot properly predict the CQI for the current SCCH transmission. 
e) Fast TPC requires a non-negligible margin to account for CQI errors and feedback delays. In [1], CQI inaccuracies were accounted and were shown to have a noticeable impact on the transmit power requirements. However, for joint coding, only a single joint codeword was considered and the transmit power for all UEs was affected by the CQI inaccuracy of the worst SINR UE. 
For joint coding in multiple MCS regions, there is an inherent margin to CQI inaccuracies. If the CQI is underestimated, it is still highly likely that the UE will remain in the same MCS region or it will be in the next lower MCS region that is easier to decode. If the CQI is overestimated, it is again highly likely that the UE will remain in the same MCS region and only if it moves into a higher MCS region will its SCCH FER increase. Nevertheless, as MCS regions do not overlap [10] and given the SINR CQI error distribution [1, 11], it is practically certain that the SINR error is not large enough for UEs to reach the next higher MCS region. Thus, for multiple MCS regions, a CQI inaccuracy causes the UE to stay in its MCS region or go to the next lower MCS region and does not affect the SCCH FER. Therefore, the evaluation in [1] is inapplicable for joint coding in MCS regions. On the other hand, separate coding with fast TPC needs to always have an SINR margin for every UE to account for CQI errors.  
Moreover, there is fundamental reason why MCS adaptation is preferable to fast TPC. It is well known that the capacity scales linearly with the bandwidth but only logarithmically with the SINR. MCS adaptation in effect improves the transmission bandwidth while fast TPC adaptation improves the SINR. 
For the above reasons, MCS adaptation is preferable to fast TPC as the link adaptation option to improve the spectral efficiency of SCCH transmissions. Notice however that MCS adaptation can be applied to both separate and joint coding.
3. SCCH Category 1 Signaling Bits
Joint coding provides signaling efficiencies which combined with MCS adaptation were shown to make joint coding a better option to separate coding with power adaptation (even under idealistic assumptions for the latter) [10]. The analysis for the signaling bits requirements for joint and separate coding was made in several previous contributions, but the entire SCCH was considered (e.g. [1]). These signaling bits for Cat1 only are shown in Figure 4. Notice that the Table-Top RB mapping no longer necessarily applies for multiple MCS regions (no single codeword), but similar coding principles can be used resulting to practically the same number of bits [7] for RB mapping (the simple concept is that signaling can be coded applies since mapping in a higher MCS region can exploit knowledge of the mapping in a lower MCS region). The relative gains from joint coding are more pronounced than previously shown (e.g. [1]) as Cat2/3 signaling which is common among joint and separate coding is not included. These gains will further increase if the UL grants are also included. Therefore, for Cat1, joint coding provides a much larger percentage for signaling savings than it does for the entire SCCH. 
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Figure 4: Number of Category 1 Signaling Bits as a Function of Scheduled UEs.

Although joint coding requires less signaling bits than separate coding, the introduction of multiple MCS to enable better link adaptation somewhat diminishes this outcome. Notice that for joint coding, the Cat1 signaling bits in Figure 4 should be viewed as per MCS region. For example, for 3 MCS regions and 12 scheduled UEs, the signaling bits per MCS region are 141 for a total of 423, instead of 261 for a single MCS, while the signaling bits with separate coding are 528. Joint coding still provides the capability for less signaling bits but, for multiple MCS regions, the difference is less than indicated in Figure 4 and depends on the number of MCS regions and the number of UEs per MCS region.

Multiple MCS regions for joint coding may create cases where it is preferable to use multiple single codewords in the particular MCS region than a single joint codeword. This is because when a few number of UEs (e.g. 1-2) exist in an MCS region, the bit savings from RB mapping and reduced UE ID may not be enough to outweigh the bit savings from coloring the UE ID onto the CRC and using a bit-map. For example, if a total of 4 UEs is scheduled in 2 or more MCS regions, it is preferable to apply separate coding in each MCS region. Notice that this is still different than separate coding through fast TPC as the link adaptation is done through MCS selection. Each UE can implicitly know whether separate or joint codewords exist in each MCS by decoding Cat0 informing of the number of UEs in each MCS. Alternatively, for MCS regions other than the lowest one, UEs may be moved to a next lower region if their number in the reference region is too small and the next lower region is non-empty.
In cases of separate codewords or for small joint codewords, convolutional coding may be used instead of turbo coding. The selection of convolutional or turbo coding and placement in MCS regions or fast TPC may also depend on the channel selectivity for each UE [11]. The UE can determine the coding type after decoding Cat0 and finding the number of UEs in each MCS region. 
It should be emphasized that joint coding in multiple MCS regions will become even more advantageous to separate coding if the UL grants are also jointly coded in Cat1. Then, the savings in signaling bits from joint coding relative to separate coding are further increased and the use of joint codewords is practically always ensured in a fully loaded system (at 10 MHz operating bandwidth where the number of DL and UL scheduled UEs is expected to be around 20). The SCCH coding for UL grants is further examined in [13] but the same arguments apply as for Cat1 of the DL grants.  
4. Proposed SCCH Structure

The proposed SCCH structure for DL Cat1 and UL grants is shown in Figure 5. Cat0 transmission is also included. Cat0 informs the UEs of the Cat1 and SCCH size, thereby limiting a potentially extreme waste of resources associated with having a fixed SCCH size [6]. TDM for the control and data channels is assumed. Unlike [14] where the SCCH granularity is 1 OFDM symbol, the granularity in Figure 1 is only 1 RB (for illustration purposes – the granularity should be equal to the number of RBs required for a single codeword transmission). Joint coding of DL Cat1 and UL grants is also assumed.
Figure 1 considers 3 MCS regions (as an example). The first MCS region is associated with reserved RBs for use at cell edge with interference co-ordination. In practice, slightly more than 3 MCS regions may be needed as shown in [15]. In [11], it is shown that the desired link adaptation granularity can in general be achieved with about 5 MCS regions. Nevertheless, the number of MCS regions per scheduling grant is FFS and will also depend on other methods employed for the SCCH transmission. As it is later discussed, a significant reduction in the number of MCS regions per TTI may occur with interference co-ordination. Also, for example, it may be preferable to have one higher MCS UE in a lower MCS with several other UEs than have it by itself in the higher MCS. In such cases, most or all of the SINR loss may then be compensated by the higher coding gain and the reduced signaling bits.
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Figure 5: TDM Structure of SCCH Fields. 
The proposed coding specifics for Cat0, at least Cat1 for DL, and UL grants are summarized as follows:

a) Cat0 should be received by all UEs. It informs of the number of scheduled DL and UL UEs in each MCS region (regardless of whether Cat1 and UL grants are jointly or separately coded and, in general, regardless of separate or joint coding) and consequently, of each MCS region size. The MCS regions are predetermined but the ones used per TTI are indicated by Cat0. Reserved RBs may be used to transmit Cat0 to mitigate inter-cell interference.

b) At least one or more RBs are reserved in each cell for protection from inter-cell interference. The position of the first reserved RB can be a function of the cell ID or it can be signaled in the SCH or BCH (2 bits are required). The relative position of the MCS regions can be specified relative to the one of the reserved RBs.
c) SCCH transmission to cell edge UEs is preferably carried through the reserved RBs.  

d) Frequency hopping is applied to RBs corresponding to the same MCS region to decrease channel correlation and provide frequency diversity. This also allows effective link adaptation for distributed scheduled UEs.
e) If one MCS region ends while another MCS continues, the RBs of the latter can continue following the same pattern, leaving RBs that would be occupied by the former for Cat 2/3 or for the data channel. Alternatively, the pattern for the latter can change and occupy RBs of the former so that Cat1 has a continuous structure (the loss in frequency diversity is minimal). 

f) Based on the reported CQI, the scheduler first determines the UEs whose SCCH transmission can achieve the desired BLER (e.g. 1% BLER) with the highest MCS. Subsequently, the second highest MCS is considered, and so on until the SCCH for all UEs selected for scheduling is mapped onto a certain MCS. 
g) If for any scheduled UEs, SCCH transmission cannot achieve the desired target BLER (at the lowest MCS region), the transmission may either still occur if it can achieve reasonably low BLER or scheduling of these UEs can be postponed for a later TTI (blocked transmission). The selection of the lowest MCS region should be such that blocked transmissions are very infrequent (e.g. 1% or less probability of a blocked transmission).
h) The size of each MCS region may vary between TTIs depending on the number of DL/UL UEs in each MCS region. Only the number of these DL/UL UEs needs to be signaled in Cat0. 
5. Use of Interference Co-Ordination in SCCH Transmission
Interference co-ordination through fractional frequency re-use (IC-FFR - Figure 6) has been agreed to be supported in E-UTRA in order to meet the E-UTRA targets for average and cell edge throughput. Despite its significant impact on those performance measures, IC-FFR can be as critical for the SCCH transmission. This is because Cat1 and UL grants cannot be effectively scheduled and the corresponding overhead for transmission to cell edge UEs constitutes the major part of the total overhead even when cell edge UEs are a minority.
It should be again emphasized that minimizing the SCCH overhead and utilizing IC-FFR are two of the most significant differentiating features of E-UTRA and have a direct and very significant role in affording E-UTRA superior performance relative to other technologies. Interference co-ordination for the SCCH was also proposed in [17, 18]. 
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Figure 6: Interference Co-Ordination through Fractional Frequency Re-use. 

With IC-FFR, the low SINR values of the geometry CDF are improved. In [9], it is shown that no repetition coding may be necessary for the SCCH transmission, thereby improving spectral efficiency and avoiding an otherwise very large increase of the SCCH size for cell edge coverage.
The multiplexing method between the control and data channels does not impact the IC-FFR applicability. For synchronous networks, both TDM and FDM can be used without any restrictions as long as SCCH frequency diversity for both is confined within the respective RBs for the UE location. For asynchronous networks and TDM, data and control sub-carriers may interfere but this is again not an issue with link adaptation through MCS as the same reserved RBs can be used by the control and data channels. For asynchronous networks and FDM, either link adaptation through MCS or fast TPC can be used but again the same reserved RBs should be used by the control and data channels.
5.1. Time Domain Application of Interference Co-Ordination in Synchronous Networks
Synchronous networks also allow for a particularly important application of interference co-ordination and substantial reductions in the SCCH overhead. Instead of IC-FFR, fractional time re-use (IC-FTR) can apply leading to considerable additional benefits in both throughput and SCCH overhead over IC-FFR. IC-FTR may apply over TTIs as in Figure 6 with the RBs being viewed in time (TTIs) instead of in frequency [19]. 
The throughput gains are due to the fact that the time diversity loss for cell edge UEs (can only be scheduled once every few TTIs) is much smaller than the corresponding frequency diversity gain from having the entire BW available for scheduling. Regarding the SCCH, the gains are also significant as all cell edge UEs are scheduled only during specific TTIs, thereby allowing a large codeword for coding gains through MCS link adaptation, in addition to interference avoidance. Moreover, the number of MCS regions per TTI can be reduced while achieving the gains from link adaptation. Under this approach, it is often likely that only one MCS may be needed for link adaptation per TTI which will further enhance the SCCH efficiency as signaling reductions are possible in that case (e.g. scheduling information from some UEs may be implicitly obtained from the one for the remaining UEs [21]). 
Another important side benefit is that cell edge UEs need to monitor the SCCH only during TTIs where scheduling is possible, thereby enabling longer micro-sleep for such UEs for which battery savings are most important. To enable this longer micro-sleep, the cell-edge UEs may be informed of the TTIs where scheduling is possible through low rate signaling of the corresponding time scheduling pattern (in the order of tens of seconds – FTR reconfiguration period).      

6. Conclusions
The structure and transmission of the SCCH Cat1 in the E-UTRA downlink was addressed and transmission based on joint coding in multiple MCS regions is suggested. The transmission method has the following main attributes:
a) Link adaptation is performed through transmission with different MCS. 
b) MCS regions have variable size.

c) Frequency hopping for the RBs of each MCS region to achieve frequency diversity.

d) SCCH UE assignment in MCS regions is based on a target BLER starting from the highest MCS region and continuing in descending order in the remaining MCS regions.

e) Joint coding for Cat1 of DL grants. Joint coding for UL grants. Joint coding between DL and UL grants.

f) Application of interference co-ordination can dramatically improve overall spectral efficiency and avoid repetition coding and excessive SCCH sizes. IC-FTR is particularly beneficial in case of synchronous networks.
g) With IC-FFR, each Node B has at least one reserved RB. The position of this RB is determined from the cell ID or it can be transmitted in the SCH or BCH. The starting position of the RBs for each of the MCS regions is determined based on the starting position of the reserved RB.

h) Switching between convolutional and turbo codes is supported depending on the codeword size [11, 14, 16] and possibly the number of transmitter antennas and the propagation channel [11].
References
[1] R1-061672, “Coding Scheme of L1/L2 Control Channel for EUTRA Downlink”, NTT Docomo et. al.
[2] R1-061740, “Control Channel Structure and Coding for EUTRA Downlink”, Texas Instruments 
[3] R1-063224, “Control Channel Multiplexing in E-UTRA Downlink”, Texas Instruments 
[4] R1-061825, “Control Signaling for Downlink Scheduling”, Siemens

[5] R1-061832, “Signaling for DL Resource Assignment Indication”, ETRI

[6] R1-063222, “Category 0 for the Control Channel in E-UTRA Downlink”, Texas Instruments

[7] R1-061907, “DL L1/L2 Control Signaling Channel Encoding Structures”, Nokia
[8] R1-061668, “Fast Transmission Power Control in E-UTRA”, NTT Docomo

[9] R1-062132, “DL Reference Symbols with Varying Positions in Frequency - System-Level Evaluation”, Huawei
[10] R1-061908, “DL L1/L2 Control Signaling Channel Performance”, Nokia

[11] R1-062655, “Link Level Control Channel Performance in E-UTRA Downlink”, Texas Instruments

[12] R1-060065, “Impact of Sub-Band Size Selection on CQI Measurement Error and Downlink E-UTRA Throughput” Texas Instruments
[13] R1-062653, “Control Channel Coding for Uplink Scheduling in E-UTRA Downlink”, Texas Instruments
[14] R1-061163, “Downlink Control Channel Coding”, Motorola 
[15] R1-062656, “System Level Control Channel Evaluation in E-UTRA Downlink”, Texas Instruments
[16] R1-061544, “L1/L2 Control Channel Structure for E-UTRA Downlink”, NTT Docomo et. al.
[17] R1-061402, “Control channel design in frequency domain”, Huawei
[18] R1-061049, “On the Control Channel Inter-Cell Interference”, Alcatel

[19] R1-051059, “Inter-Cell Interference Mitigation for EUTRA”, Texas Instruments
[20] R1-061918, “Possible Merits of Rotational CDM for L1/L2 Control Channel”, KDDI
[21] R1-061433, “Shared Control Channel Structure for E-UTRA Downlink”, Texas Instruments






























































































































































































































Cat 2, 3





Cat 1 information for UE 3





Cat. 1 information for all UEs


























Cat. 2/3 information for UE 3
































Cat. 2/3 information for UE 2





Cat. 2/3 information for UE 1





Cat 2, 3





Cat 2, 3








Cat 2, 3








Cat 2, 3








Cat 2, 3

















Cat 2, 3





Cat. 1 information (joint coding – multiple MCS regions)





t





f





1 Sub-frame





Shared data for UE 3








Node B 3





Node B 2





Node B 1




















Shared data for UE 2





Cat 1 information for UE 2





Cat. 2/3 information for UE 3





Cat. 2/3 information for UE 2





Cat 2/3 information for UE 1





Cat 2, 3





Cat 2, 3





Cat 2, 3





Cat 2, 3





Cat 2, 3





Cat 2, 3





Resource block





Cat 1 information for UE 1





Shared data for UE 1





t





f





1 Sub-frame





Shared data for UE 3





Shared data for UE 2





Shared data for UE 1





Resource block








Reserved RBs















































OFDM





Symbol





RB





OFDM





Symbol





P





RB





P





Reference Symbols Implicitly Included in 1st and 5th OFDM Symbols





DL Grant


Cat 2 and 3 


and Data





MCS 3


Cat 1 





MCS 2


Cat 1 





CAT 0 





MCS 1


Cat 1 





Symbol





OFDM





Cat0


DL grants Cat1


and UL grants 





RB





P























































































































































































































- 2/9 -

[image: image7.bmp]_1220464601.doc
[image: image1]
[image: image3.bmp]

Frequency







1







2







3







4







5







6







7







4







7







5







6







3







2







1







 Cell Interior











 Reserved RBs for cell 1











 Reserved RBs for cells 3, 5, 7











 Reserved RBs for cells 2, 4, 6











Cells 2,4,6







Cells 3,5,7







Cell 1











[image: image2.bmp]
