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1. Introduction

In 3GPP TSG RAN WG1 #46, it was decided to upgrade the internal interleaving structure of Rel6 turbo coding to support high data rate communications envisioned for LTE.  This paper proposes interleavers based on quadratic permutation polynomials (QPP) ‎[1].  The advantages and features of these interleavers include
· The QPP interleavers are maximally contention-free ‎[2] and thus permit maximum flexibility in receiver design.

· Specification complexity is low for QPP interleavers.  At up to two parameters per block length, a smaller granularity in block length can be adopted to reduce padding losses (in the form of spectral efficiency and/or processing throughput).

· Low-complexity and efficient implementation of QPP interleavers has been demonstrated ‎[3].

· Turbo coding performance with QPP interleavers is very good.  
· For most good QPP interleavers, the de-interleaver is also a QPP interleaver ‎[4].
2. Quadratic Permutation Polynomial (QPP) Interleavers
2.1. Interleaver Definition

Given an information block length K, the x-th interleaved output is read from an address given by
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where 0 ≤ x, f1, f2 < K.  General design guidelines of the two parameters are given in ‎[1].  If K is a multiple of 8, then the greatest common divisor of f1 and K should be 1 and any prime factor of K should also divide f2.  For instance, let K=320=26×5, then f1 should not be a multiple of 2 or 5 and f2 must be a multiple of 2×5=10.  A good QPP interleaver for this block size is given by x=19x+40x2 mod 320.
A constant term could also be included in equation (1).  If tail-biting trellises are used for the constituent codes ‎[5], the overall turbo code becomes quasi-cyclic and such a constant shift is unnecessary.  By the same argument, a fixed constant term irrespective of the block length can be added without affecting the overall turbo coding performance.  On the other hand, for a turbo code with Rel6 terminated trellis ‎[6], the constant term can be utilized to control the codeword weights introduced at the edges of the trellis.  However, the importance of such optimization appears marginal but further study could be pursued.
At only two parameters per block length, the QPP interleavers compare rather favorably to other interleaver structures.  For an identical amount of parameter storage, more block lengths (through a smaller block length granularity) can be defined for QPP interleavers, which would translate into lower padding overheads in terms of processing throughput and/or spectral efficiency.
2.2. Low-Complexity Implementation
It is shown in [3] that the QPP addresses can be computed recursively without multiplication or modulo operations.  A simplified illustration is given in the following.
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where g(x)≡ f1+ f2 +2f2 x mod K can also be computed recursively
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Since both x and g(x) are smaller than K, the modulo operations in both equations can be replaced by comparisons.

2.3. Maximally Contention-Free
For any M that divides K, contention-free parallel decoding with M decoders is supported by the QPP interleaver ‎[2].  Let K=MW be an integer factorization of K.  For any 0 ≤ t ≠ v < M, the interleaving and de-interleaving addresses satisfy
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That is, soft values in M different memory banks (each of size W) can be accessed by M different processors simultaneously without contention.  In fact, it can be further shown that an identical address is used to access the soft values within all memory banks:
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Example: Let K=320=26×5 and x=19x+40x2 mod 320.   First, it is possible to decode contention-free with 2 decoders (i.e., M=2 and W=160):
	Tick
	Logical Addresses
for 2 Processors
	Equivalent
Intra-block
Permutation
	Equivalent 
Inter-block permutation

	
	P0
	P1
	
	

	0
	0
	160
	0
	0
	1

	1
	59
	219
	59
	0
	1

	2
	198
	38
	38
	1
	0

	3
	97
	257
	97
	0
	1

	4
	76
	236
	76
	0
	1

	5
	135
	295
	135
	0
	1

	6
	274
	114
	114
	1
	0

	7
	173
	13
	13
	1
	0

	8
	152
	312
	152
	0
	1

	:
	:
	:
	:
	:
	:


It is also possible to decode contention-free with 4 decoders (i.e., M=4 and W=80):

	Tick
	Logical Addresses
for 4 Processors
	Equivalent
Intra-block Permutation
	Equivalent
Inter-block 
Permutation

	
	P0
	P1
	P2
	P3
	
	

	0
	0
	240
	160
	80
	0
	0
	3
	2
	1

	1
	59
	299
	219
	139
	59
	0
	3
	2
	1

	2
	198
	118
	38
	278
	38
	2
	1
	0
	3

	3
	97
	17
	257
	177
	17
	1
	0
	3
	2

	4
	76
	316
	236
	156
	76
	0
	3
	2
	1

	5
	135
	55
	295
	215
	55
	1
	0
	3
	2

	6
	274
	194
	114
	34
	34
	3
	2
	1
	0

	7
	173
	93
	13
	253
	13
	2
	1
	0
	3

	8
	152
	72
	312
	232
	72
	1
	0
	3
	2

	:
	:
	:
	:
	:
	:
	:
	:
	:
	:


Contention-free decoding with 5 processors (i.e., M=5 and W=64) is supported, too:

	Tick
	Logical Addresses
for 5 Processors
	Equivalent
Intra-block
Permutation
	Equivalent
Inter-block
Permutation

	
	P0
	P1
	P2
	P3
	P4
	
	

	0
	0
	256
	192
	128
	64
	0
	0
	4
	3
	2
	1

	1
	59
	315
	251
	187
	123
	59
	0
	4
	3
	2
	1

	2
	198
	134
	70
	6
	262
	6
	3
	2
	1
	0
	4

	3
	97
	33
	289
	225
	161
	33
	1
	0
	4
	3
	2

	4
	76
	12
	268
	204
	140
	12
	1
	0
	4
	3
	2

	5
	135
	71
	7
	263
	199
	7
	2
	1
	0
	4
	3

	6
	274
	210
	146
	82
	18
	18
	4
	3
	2
	1
	0

	7
	173
	109
	45
	301
	237
	45
	2
	1
	0
	4
	3

	8
	152
	88
	24
	280
	216
	24
	2
	1
	0
	4
	3

	:
	:
	:
	:
	:
	:
	:
	:
	:
	:
	:
	:


In fact, it is possible to decode contention-free with 2, 4, 5, 8, 10, 16, 20, 40, … decoders.  
The maximal contention-free property permits maximum flexibility in receiver design and pooling of decoding processors in base stations.  
2.4. Identical Computation Structure for De-interleaver

It is shown in ‎[4] that the de-interleavers of most good QPP interleavers are also QPP interleavers.  For instance, the de-interleaver of x=19x+40x2 mod 320 is a QPP interleaver x=59x+40x2 mod 320, which is verified as follows:
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This feature of being able to calculate de-interleaver addresses (using the same hardware structure) could prove useful in certain decoder implementations.
3. Performance

A preliminary performance investigation of turbo coding with the proposed interleavers is presented in this section.  Basic assumptions of the simulation setup are listed in Table 1.  The Rel6 turbo coding with trellis termination and the prunable prime interleaver (PIL) ‎[6]‎[7] is selected as the baseline.  The proposed QPP interleavers can be used with either terminated or tail-biting trellises.  Six representative block lengths are tested: K=320, 640, 1024, 2048, 4096 and 8192.  PIL parameters are given in Rel6 TS 25.212 ‎[6] for 40≤K≤5114 and Rel-99 TS 25.212 ‎[7] for 5114<K≤8192.  For K=320 and 640, the QPP interleaver is defined by 19x+40x2 mod K.  For K=1024, 2048, 4096 and 8192, the QPP interleaver is defined by 31x+64x2 mod K.

The block error rates (BLER) of the baseline Rel6 turbo codes (with terminated trellises) and those for the proposed QPP-based turbo codes with terminated trellises are compared in Figure 1.  The new codes generally perform similarly or marginally better than the baseline in the water-fall regions.  However, the proposed codes do not suffer from error floors above 10−5 BLER as the baseline codes.
In Figure 2, the performance of QPP-based turbo codes based on terminated or tail-biting trellises is compared.  Since only 3K coded bits are produced by turbo codes with tail-biting trellises, slight energy gains over those with terminated trellises (which generate 3K+12 coded bits) can be expected: around 0.054, 0.027, 0.017, 0.009, 0.004 and 0.002 dB for the six test block sizes, respectively.  It can be observed that, other than the energy gains, codes based on the two different types of trellis structures behave identically in general.  No error floor above 10−5 BLER was found in either case.
Table 1 Simulation assumptions
	Common Code Structure
	3GPP two-branch parallel 8-state turbo code 

	Baseline Code
	3GPP PIL + terminated trellis

	Proposed Codes
	QPP + terminated trellis

QPP + tail-biting trellis 

	Test Block Lengths
	K=320, 640, 1024, 2048, 4096, 8192

	Coding Rate
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for codes with tail-biting trellises
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for codes with terminated trellises

	Decoding Algorithm
	Max-Log-MAP

	Iterations
	8

	Modulation
	QPSK

	Channel
	Static AWGN
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Figure 1 BLER performance of Rel6 turbo codes (dashed lines) and QPP interleavers with terminated trellis (solid lines).
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Figure 2 BLER performance of QPP interleavers with terminated (solid lines) or tail-biting (dashed lines) trellises.
4. Conclusion

This document describes the advantages and attractive features of turbo coding based on quadratic permutation polynomial interleavers. In addition to admitting compact specification and low-complexity circuit implementation, these interleavers permit high flexibility in receiver designs with the maximal contention-free property as well as the possibility of identical de-interleaver computation structures.  Good turbo coding performance with QPP interleavers has also been demonstrated.
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