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1. Introduction

In order to support LTE peak data rates (100+ Mbps on DL)[1], the applicability of the current Rel-6 turbo code [2] and turbo encoder/decoder architecture should be investigated. One straightforward approach is to consider “replicating” a lower data rate decoder a number of times, with the decoders running (as much as possible) in parallel. This approach, assuming a ~10Mbps decoder is available), requires anywhere from 10 to maybe 20 decoders to be replicated depending on the high end number of data bits (number of length 5114 codewords) that may have to be processed in parallel within a frame (c.f., number of bits for 4 stream MIMO, larger TTI in [3]). Another straightforward approach is to consider internal parallelism, where a single turbo decoder is parallelized internally with a factor of P=10-20 (“fast serial”). This high data rate decoder then serially processes the codewords in the TTI. Using a fast serial decoder (with internal parallelism) has complexity, latency, and performance advantages over the parallel approach. 
2. Memory
In general, external and internal parallelism have the same approximate complexity [4], assuming that contention-resolution type circuitry/buffers are not necessary for the fast serial decoder and discounting any replicated interleaver table circuitry (or storage). However, the fact that the replicated slow decoders are run in parallel and the single fast decoder is run in serial greatly impacts the memory required.

Extrinsic memory. Replicating the decoder P times uses P times as much memory for storing extrinsic LLRs, which are passed between two constituent turbo decoders. 

Input memory. The input LLRs after de-rate-matching must be held for the entire decoding period. For the internal parallelism approach, the input memory can therefore be recycled after each codeword is decoded. The amount of savings here is architecture specific (and depends on HARQ processing), but can be significant. Assuming separate memory for de-rate-matched LLRs (from the stored input samples) is used for the externally parallel approach, then 1/P of the input memory is required for internal parallelism. 

Output memory. The output memory may be the same if one HARQ channel is used for the multiple codewords. If multiple HARQ channels are used (say, one per stream) and the CRC can be checked on the codewords of one channel as soon as they are decoded, then the internally parallel approach requires less output memory.

3. Latency

Turbo decoding requires several stages of processing, which can be roughly divided into “pre-decoding” and “decoding”. Pre-decoding can include LLR generation, deinterleaving, de-rate matching, etc. While the exact architecture used by a manufacturer is proprietary, it is clear that “pre-decoding” is best done in a pipelined manner, where preprocessing of codeword i+1 is performed while decoding codeword i. As a first order approximation, assume that the pre-decoding time for a codeword is the same for both the internally parallel and the externally parallel architecture, and equal to Tpre, and the time required for existing (slow) turbo decoder is Tdec. Then the time from first decoding for the fast serial decoder is Tpre + P*(Tdec/P) = Tpre+Tdec, and the time from first decoding for the parallel decoder is Tpre*P + Tdec. (See Figure 1 and 2.) Since the time required for Tpre is significant, the overall latency for decoding is much higher with the external parallelism. The exact Tpre is architecture dependent and typically less than Tdec, but note that if 1/R=3 input LLRs (corresponding to one information bit) after de-rate-matching are produced per cycle and the turbo decoder can output one decoded information bit per cycle, then Tpre = Tdec. 

Latency is an important requirement for LTE [1], with latency directly affecting at least

· The time when an acknowledgement can be transmitted, and therefore the number of required HARQ channels (signaling and buffering costs)

· The required number of UE classes, where a UE class might be defined by sustainable peak data rate (e.g., every TTI, every other TTI, etc.). Turbo decoding may be one of (if not the most) important factor in determining how quickly fully capable UE classes are available. 

· Availability of the control channel (if turbo decoded)

4. Performance
Assuming the same turbo code definition, code performance is the same regardless of implementation, internal or external parallelism. In particular, the turbo code design in [2] has performance inferior to other possibilities due to its low minimum distance. For example, some block sizes have error floors above 1e-4; performance at high code rates (especially with max-log-MAP decoding) can be greatly improved. This performance deficiency can only be fixed by using a new interleaver design for the given code size.

On the other hand, a potentially significant issue for either implementation is segmentation penalty, which is incurred by having multiple turbo codewords concatenated on one HARQ channel. In one extreme, if the channel is highly correlated such that all codewords either succeed or fail simultaneously, there is no segmentation penalty. In the other extreme, if codeword decoding failure is independent for each codeword, the decoded error rate seen by the HARQ channel can be x times higher. This is because there is one HARQ channel per transport block (one CRC attachment per transport block), and a transport block is segmented into x FEC codewords [2]. In practice, the codeword success or failure is correlated to some extent. For Rel-6, the number of codewords is relatively small, and the segmentation penalty was deemed tolerable. For LTE, the number of codewords could be 10-20, on a different channel bandwidth and on different OFDM/DFT-S-OFDM symbols, so segmentation loss should be again carefully studied [3]. Segmentation loss is one driver for possibly increasing the maximum turbo decoder block size to be able to cover at least ½ or a full IP packet [5]. Increasing the turbo interleaver size is not possible with the replication approach, which has a fixed maximum turbo block size of 5114 bits. A decoder with internal parallelism would be facilitated with an interleaver upgrade which could be easily extended to larger block sizes.
5. Conclusion

While in practice it is possible to have combinations of internal and external parallelism, left to the manufacturer, latency considerations of E-UTRA necessitate a fast decoder. There are a number of ways available to try to increase the throughput of the turbo decoder via internal parallelism, with the fundamental bottleneck being parallelizing the turbo interleaver [5]

 REF _Ref143448003 \r [6]

 REF _Ref144012213 \r [7]. There are two basic approaches, (1) parallelizing the existing Rel-6 turbo interleaver [7], or (2) replacing the turbo interleaver with a new naturally parallelizable contention-free interleaver. Parallelizing the existing interleaver internal can be a significant undertaking, involving complex additional control logic, buffering, and interconnect in order to resolve memory contention issues. Furthermore, this sort of decoder architecture is in general proprietary (no reference decoder exists) and must be tested for each of the many (>5000) turbo interleavers present in the Rel-6 turbo code [7].
A simpler, standardized approach would be to upgrade the existing turbo code interleaver to a contention-free interleaver, such as the ARP interleaver [8]. Such an interleaver is naturally parallelizable and contention-free, greatly simplifying implementation and providing “room to grow” for the LTE standard. Another advantage of the ARP interleaver is that the amount of internal parallelism to be included by a manufacturer in the upgraded turbo code can be decided by the manufacturer at the time each product is being built, not when the code is being standardized – many such parallelism factors (1, 4, 8, 16, etc.) are typically available. The contribution [9] discusses the problem of contentions in more detail.
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Figure 1. Timing diagram of replication approach including “pre-decoding”.
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Figure 2. Timing diagram of fast serial decoder with P parallel decoding windows.
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