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Discussion
At the ad-hoc meeting in June, it was discussed if a single physical resource block (PRB) size could be chosen to fit all bandwidth allocations and potential multiple TTI values. The primarily discussed values were PRB sizes of 12, 15 or 25 sub-carriers (spectral emission mask investigations still needed). The reasons for suggesting a higher resource allocation resolution than 25, that is the current agreed value in TR 25.814, is mainly based on efficiency considerations related to transmission of low packet size data such as Voice over IP (VoIP) packets, TCP ACK messages, and Silence indicators (SID) [2]. With robust header compression (ROHC) these packets are quite small and may in favorable radio channel conditions result in low utilization of the available scheduling resources when using scheduled transmission. In this contribution we discuss the possible impact at cell level of transmitting small packets (using PRB=25 sub-carriers and PRB=12 sub-carriers) as two example reference cases. 
1 Introduction

The typical packets discussed in [1] as well as RRC messages discussed here are summarized in Table 1. The packets related to certain services:
· VoIP (uplink and downlink): In addition to the traditionally assumed VoIP pattern, we consider silence indicators (SIDs) which are sent to improve the “comfort noise” during voice inactivity periods. We assume that the VoIP (and streaming) service does not benefit from any TCP ACK operation (due to delay budget and packet error tolerance).
· TCP/IP in uplink (e.g. ftp upload or email): We assume that TCP sends 1 ACK per 1500 byte MSS in the downlink (to maintain the worst-case thinking, we don’t consider the option of delayed acknowledgement; e.g. using 1 ACK per 2 MSSs). Knowing the effective UL user data rate we can calculate the ratio of TCP ACK in downlink per user (the example given in the table).
· TCP/IP in downlink (e.g. http, email, ftp): As For the downlink direction, we also assume 1 ACK sent per MSS in uplink. The rate can be calculated from the downlink user throughput.
Further, during TCP inactivity (no transfer, but TCP connection is not terminated) we assume that "keep-alive-messages" (KAMs) are transmitted. The transmission rate is taken from an application example (yahoo messenger).
For a single VoIP user, approximately 39 small packets (VoIP, SID, RRC) are assumed transmitted in each direction per second, given that there is a voice activity of 50%. For a TCP/IP service, around 21 small packets (TCP ACK, RRC) are assumed per second in both links. As can be seen from Table 1, the KAM traffic can be neglected (the inactive/active ratio has to be in the order of 200-300 for KAM to be significant). In addition to the packet sizes listed in Table 1, we assume a 32 bit header (e.g. from MAC) which also needs be transmitted over the physical layer. The exact header overhead is for further study.
Table 1 - Overview of the considered small packets and default assumptions.

	Packet type
	Size (bits)
	Rate (#/s/user)
	Comments

	VoIP data
	200-296
	50
	Only sent during activity periods.

	SID
	96
	7-8
	ROHC assumed. Only transmitted during voice inactivity periods). See [3].

	TCP ACK
	56
	11
	ROHC assumed. MSS=1500 bytes. Exemplified here by 128kbit/s TCP/IP user. ACK assumed for every MSS. Only during activity period.

	TCP KAM
	56
	0.03
	Example from yahoo messenger. ROHC assumed. Only during inactivity periods.

	RRC message
	250
	10
	Used for e.g. HO reports, service profile negotiation, DRX, etc. Size includes MAC header size etc (as opposed to other packets listed).


2 PRB size and link quality
A fundamental issue for the discussion is the assumption that the abovementioned packets can fit into a smaller PRB size such that a gain is possible from reducing it. Using optimistic link and system assumptions
, we have achieved the cell-level probabilities for supporting the packet sizes listed in Table 1 within a single 12 sub-carrier PRB and a single sub-frame. The simulation approach is given as follows:

· Dynamic link adaptation simulations using proportional fair packet scheduling in time and frequency domain are conducted to obtain a probability distribution for the modulation and coding schemes for the given propagation scenario.

· Knowing the number of available data symbols per PRB and the packet size for a given traffic type, we can estimate the probability that we can fit such a packet within the PRB.

These probabilities are listed in Table 2 assuming a 0.5 ms TTI. A 200 bit VoIP packet can with high modulation order fit within a single PRB12 with 8% and 23% in macrocell and microcell respectively. Provided that the VoIP packet size is 296 bit, it never fits within a single PRB12 when considering single stream transmission. The small TCP ACK message (and thus also the KAM) can in 57% (macrocell) of the time be transmitted in a single 12 sub-carrier PRB and thus benefits from a smaller PRB size. Same applies for the SID and RRC, although the gain is lower due to smaller “fit” probabilities.
Table 2 – Cell-level probability of supporting the small packets within a single 12 sub-carrier PRB.
	Packet type
	Required MCS to fit packet and headers into 12 subcarrier PRB
	Macrocell
	Microcell

	VoIP data (200 bit)
	64-QAM, rate 0.7
	8%
	23%

	VoIP data (296 bit)
	Requires multi-stream MIMO.
	0%
	0%

	SID
	QPSK, rate 0.8
	35%
	62%

	TCP ACK
	QPSK, rate 0.5
	57%
	81%

	RRC message
	64-QAM, rate 0.7
	8%
	23%


3 Impact of PRB size on system performance
To map the above findings to system level, some simple simulations have been conducted. We assume worst-case that all abovementioned packets are sent individually; e.g. no packets are multiplexed to increase the packet efficiency for the same user (this also applies to VoIP packets, which are sent separately). For services like e.g. VoIP, packet bundling can be effectively used provided that information about the service is known at the eNode-B. However, this is not investigated in this contribution. We further assume that all freed sub-carriers (going from 25 to 12 sub-carrier PRB) can be efficiently utilized for data (e.g. we always schedule an even number of small packets and there is control signalling capacity to optimally utilize freed PRBs with FDPS). Again, we assume the same link and system assumptions mentioned in the past section.
We assume both microcell and macrocell environment and consider both a pure TCP/IP and a pure VoIP environment. We investigate the freed capacity of going to 12 sub-carrier PRB size and view it in terms of capacity gain (in equivalent data capacity for TCP/IP traffic assuming advanced scheduling). The environments and results are given in Table 3.

Table 3 – Downlink simulation results comparing 12 and 25 sub-carrier PRB size.
	
	Macrocell
	Microcell

	VoIP case:
	
	

	# VoIP users (assumed for exemplification)
	300
	400

	Avg. freed capacity in number of PRBs
	1.6 PRB12 per sub-frame
	2.1 PRB12 per sub-frame

	Equivalent freed capacity gain (optimum utilization of freed resources with advanced scheduling etc.)
	704 kbit/s
	1.4 MBit/s

	Equivalent cell capacity gain (%)
	3.2%
	4.3%

	TCP/IP case (DL/UL):
	
	

	Avg. freed capacity
	1.1 PRB12 per sub-frame
	1.6 PRB12 per sub-frame

	Equivalent cell capacity gain (%)
	2.0%
	2.9%


Even with the worst-case assumptions taken here, there is limited gain on the order of 2-4%. If we assume per user multiplexing of smaller packets and more intelligent packet scheduling, the gains will be smaller. Further, gains are smaller provided that a 296 bit VoIP packet size is assumed (in which case the gain will be less than 2%).
4 Impact of PRB size on resource allocation overhead

The size of the PRB will have a direct impact on the resource allocation overhead. In the following, we have considered the situation where we modify the number of resource block size in sub-carriers from 25 to 12 (corresponding to 24 and 48 physical resource blocks in the 10 MHz spectrum). Both uplink and downlink allocations are considered (using the information from [1], table 7.1.1.2.3.1-1 and 7.1.1.2.3.2-1). We assume in the following a restriction that in the case of 12 sub-carrier PRB, a user can only be allocated 1 or an even number of PRBs aligned with the 25 sub-carrier configuration. This is in order to reduce the resource allocation overhead.
4.1 Downlink analysis for scheduled transmission
Assuming that the downlink allocations are using joint coding of the allocation information, and further assuming that MIMO related control information require 2 bits, each user allocation requires at least 20 bits (excluding resource assignments and H-ARQ related signaling) [1]. Assuming the VoIP only microcell scenario above, an average number of 8 users is multiplexed per sub-frame. We assume that two additional users need be scheduled per TTI to utilize the freed resources. To illustrate the impact on the allocation overhead, we have performed a simple estimation of the overhead by assuming 10 simultaneous allocated users. Using the assumption that it is possible to use log2 based compression of the joint resource assignment, where the number of bits required would be ceil(M*log2(N+1)), where M is the number of physical resource blocks, and N is the number of scheduled users. Following this, the estimated resource allocation requirements for the downlink are given in Table 4.
Table 4 - Resource allocation requirements for downlink
	Number of physical resource blocks per TTI
	24 (PRB25)
	48 (PRB12)

	Number of simultaneous scheduled users
	10
	10

	Bits required for signaling resource allocations.
	284
	367

	Number of subcarriers needed assuming QPSK rate 1/3
	426
	551


To access the freed resources, even a moderate increase in user multiplexing causes a significant increase of 29% with scheduled transmission. Using persistent allocation for the smaller PRB definition, such increase can be alleviated. 
4.2 Uplink analysis for scheduled transmissions
Similarly, it is possible to do an analysis on the required uplink signaling requirements, but assuming a reduced signaling overhead due to limited flexibility in the uplink. For this analysis, we have assumed 16 bits for the general resource allocation, excluding resource assignment. Considering that the UL resources are continuous it should be possible to indicate the resource assignments in approximately 8 bits per user for the 24 PRB case and 10 bits for the 48 PRB case.

Table 5 - Resource allocation requirements for uplink
	Number of physical resource blocks per TTI
	24 (PRB25)
	48 (PRB12)

	Number of simultaneous scheduled users
	10
	10

	Bits required for signaling resource allocations.
	240
	260

	Number of subcarriers needed assuming QPSK rate 1/3
	360
	390


Again, when considering that both downlink and uplink allocations are to be transmitted using the first two OFDM symbols of the sub-frame, we would have problems fitting the resource allocation information within this limited space.
5 Conclusions

We have shown from simple link and system simulations that even in worst-case assumptions the trunking efficiency loss of using the 25 sub-carrier PRB definition is marginal compared to using 12 sub-carriers together with scheduled transmission. If we further assume packet bundling in the packet scheduler function, the difference drops even further. We have stressed issues of importance to design of the control channel; especially with respect to signalling the allocation information. We have identified some signalling issues of decreasing the PRB size that should be given further consideration. While this contribution focuses on link efficiency issues for small packets, it should be noted that there are other aspects of PRB size scaling. E.g. in uplink, a smaller PRB size can be combined with longer TTI length to provide additional coverage in rural areas etc.

· For downlink we propose to maintain the assumption of 25 sub-carriers per PRB. The gain available from making smaller PRB size seems to be marginal compared to the associated increase in resource allocation overhead.
· To facilitate lower packet sizes with persistent allocation, localized or distributed sharing of PRB25 can be accomplished with higher layer signalling if needed. 
· For uplink, other issues such as coverage performance and TTI length are important for selecting the PRB size. Signalling overhead for resource allocation seems to be less sensitive towards the PRB size for uplink.
Provided that a smaller PRB size is chosen, it is proposed for the downlink scheduled transmissions (0.5 ms TTI), that  it is only possible to schedule on an even number of PRB12s (if such is eventually chosen) in order to reduce the allocation signalling overhead (e.g. 2, 4, 6, etc.).
References

[1] 3GPP TSG RAN, TR 25.814 v7.0.0, “Physical Layer Aspects for Evolved UTRA”, June 2006.

[2] R1-061667. “Considerations on Resource Block Size”, NTT DoCoMo, NEC, Sharp.

[3] R. Estepa, A. Estepa, and J. Vozmediano, "Accurate Prediction of VoIP Traffic Mean Bit Rate", IEE Electronic Letters, August 2005.
� 2x2 antenna setup CL Mode 1, TU, 3 km/h, ideal channel estimation, 3 ms delay on weight feedback, and best weight applied to each PRB. Link adaptation is conducted according to BLEP target of 10% for 1st transmission. Frequency domain packet scheduler (FDPS) is used based on proportional fair principle. SINR estimation error on each PRB is modeled with lognormal distribution with 1 dB standard deviation.





