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1. Introduction

The Turbo code is used as a working assumption for the channel coding in E-UTRA [1]. Meanwhile, application of the LDPC code to E-UTRA is under investigation with the aim of reducing the computational complexity of the channel decoder [2]-[5]. This paper presents comparisons of the packet error rate (PER) and computational complexity for a decoder when employing the Turbo code or LDPC code.

2. Simulation Conditions

In the paper, we compare the PER performance of the following codes.

· Turbo code

1) Parallel-concatenated Turbo code (R99 Turbo code) [6]

2) Duo-Binary Turbo code (D-Turbo) [7]

· LDPC code
1) Rate Compatible (RC)/Quasi Cyclic (QC)-LDPC code [3] 
2) Concatenated ZigZag code [8], [9]
3) Turbo Single Parity Check (SPC) code [10]

In the following evaluation, we employed optimum and sub-optimum decoding algorithm. In the Turbo code and Duo-Binary Turbo code, Log-MAP (Maximum a posteriori) decoding and normalized Max-Log-MAP decoding [11] are used as the optimum and sub-optimum decoding, respectively. For the ZigZag and Turbo SPC codes, Log-APP (a posteriori probability) and normalized Max-Log-APP decoding are used as the optimum and sub-optimum decoding algorithms, respectively. For the RC/QC-LDPC code, BP decoding is used as the optimum decoding algorithm, and normalized BP and -min proposed in [12] are used as sub-optimum decoding algorithms. In the decoding algorithms of the RC/QC-LDPC code, a layered decoding algorithm [2] is applied to reduce the number of iterations in decoding. In all codes, normalized factor is optimized for each code. 

Table 1 gives the simulation parameters used in the PER comparisons. 

Table 1 – Simulation parameters
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3. PER Comparisons in Multipath Rayleigh Fading Channel
In this section, we compare the PER performance using the RC codes assuming a multipath Rayleigh fading channel.

(1) Influence of decoding schemes
We investigate the influence of the decoding schemes for the respective RC codes on the PER performance in a six-ray Typical Urban (TU) channel model. Figure 1 shows the average PER performance of the RC codes for R = 1/3 to 3/4 employing the optimum decoding scheme with QPSK modulation and with the information length of 1000 bits. The number of iterations of the Turbo code, D-Turbo code, RC/QC-LDPC code, ZigZag code, and Turbo SPC code are assumed to be 8, 8, 30, 15, and 15, respectively. Figure 1 shows that the required average received signal energy per bit-to-noise power spectrum density ratio (Eb/N0) at the average PER of 10-2 with the ZigZag code is degraded by approximately 0.4 and 0.3 dB compared to those of the Turbo code for the coding rate of R = 1/3 and 1/2, respectively. The figure shows, however, that almost the same PER is achieved when R is 3/4. The performance of the D-Turbo code is almost identical to that of the Turbo code for all the rates. The PER performance of the RC/QC-LDPC code is almost identical to that of the Turbo code. Moreover, although the required average received Eb/N0 at the average PER of 10-2 employing Turbo SPC code is degraded slightly by approximately 0.2 dB for coding rate of 1/2, the almost same performance is achieved for coding rate of 1/3.
Figure 2 shows the average PER performance of the RC codes using the sub-optimum decoding schemes in the TU channel model. Figure 2 shows that similar to the case with the optimum decoding scheme, the required average received Eb/N0 of the ZigZag code is degraded by approximately 0.2 – 0.3 dB compared to that of the Turbo code for a low channel coding rate such as R = 1/2 or 1/3. Moreover, we notice clear degradation in the performance of RC/QC-LDPC compared to that for the Turbo code, i.e., by approximately 0.3 dB at the average PER of 10-2 for R = 1/3, although the RC/QC-LDPC code achieves almost the identical PER with the optimum decoding scheme. However, we find that the RC/QC-LDPC code using the -min algorithm achieves almost the identical performance compared to that of the Turbo code. Furthermore, the D-Turbo code and Turbo SPC code achieve almost the same PER performance as that with the Turbo code using the low-to-high coding rates. 
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Figure 1 – Average PER performance of RC codes using optimum decoding schemes for 

6-ray TU channel model
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Figure 2 – Average PER performance of RC codes using sub-optimum decoding 
for 6-ray TU channel model

(2) Influence of information length
Figure 3 shows the required average received Eb/N0 at the average PER of 10-2 using the optimum decoding scheme as a function of the information length in bit notation. We find that for R = 1/3, the required average received Eb/N0 using the ZigZag code is degraded by approximately 0.4 dB compared to that of the Turbo code regardless of the information length. Moreover, when information length is large, the required average received Eb/N0 employing the RC/QC-LDPC code is almost same as that of Turbo code. Meanwhile, when information length becomes smaller, the required average received Eb/N0 employing the RC/QC-LDPC code is degraded by approximately 0.2 dB. Furthermore, the performance of the Turbo SPC code is almost same as that of Turbo code, except for the small information length. 
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Figure 3 – Required average received Eb/N0 at the average PER of 10-2 as a function of information length for optimum decoding schemes for 6-ray TU channel model 

Figure 4 shows the required average received Eb/N0 at the average PER of 10-2 using the sub-optimum decoding scheme as a function of the information length in bit notation. Figure 4 shows that the required average received Eb/N0 using the ZigZag code is degraded by approximately 0.3 - 0.4 dB compared to that of the Turbo code regardless of the information length, similar to the case with the optimum coding scheme. We also observe that when normalized decoding is employed, the loss in the required average received Eb/N0 using RC/QC-LDPC compared to that using the Turbo code is not negligible, i.e., approximately 0.2 - 0.3 dB in the short information length region. By employing -min algorithm, the performance of the RC/QC-LDPC code becomes almost same as that of Turbo code. However, when the information length is small, the performance is slightly degraded compared to Turbo code regardless of coding rate.
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Figure 4 – Required average received Eb/N0 at the average PER of 10-2 as a function of information length for sub-optimum decoding schemes for 6-ray TU channel model

(3) Influence of the number of iterations

Figure 5 shows the required average received Eb/N0 at the average PER of 10-2 using the optimum decoding scheme as a function of the number of iterations. We assumed that the information length is 1000 bit. Figure 6 shows the corresponding performance employing the sub-optimum decoding schemes. Both figures show that the number of sufficient iterations when the performance is almost saturated is approximately 8, 8, 15, 30, 30 and 15 for the Turbo code, D-Turbo code, ZigZag code, RC/QC-LDPC code (Normalized layered BP), RC/QC-LDPC code (-min), and Turbo SPC code, respectively. From Figure 6, by employing -min algorithm, the performance of the RC/QC-LDPC code becomes almost same as that of Turbo code when Nitr is enough large.  
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Figure 5 – Required average received Eb/N0 at the average PER of 10-2 as a function of the number of iterations for optimum decoding schemes for 6-ray TU channel model
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Figure 6 – Required average received Eb/N0 at the average PER of 10-2 as a function of the number of iterations for sub-optimum decoding schemes for 6-ray TU channel model

(4) Throughput performance using H-ARQ with Incremental redundancy
For all codes, we achieve rate-compatibility by puncturing, meaning direct application to Incremental redundancy (IR). Figure 7 plots the comparisons on the throughput performance levels using the respective codes employing IR as a function of the average received signal energy per symbol-to-noise power spectrum density ratio (Es/N0) when sub-optimum decoding is used. The maximum number of retransmissions is set to three. As shown in Fig. 2, the average PER becomes almost one when the average received Eb/N0 is less than approximately -3 dB for R = 1/2, which corresponds to the average received Es/N0 of -3 dB. Thus, we see that in the region with the average received Es/N0 of less than approximately -3 dB, there is a 100% chance for retransmission for R = 1/2 and 3/4. Then, the practical coding rate is R = 1/3 in the received Es/N0 region. In the region, we find that the loss in the required average received Es/N0 for the ZigZag code and RC/QC-LDPC code employing the normalized decoding compared to that of the Turbo code is approximately 0.3 – 0.4 and 0.2 – 0.3 dB, respectively. These results agree well with the throughput performance in Fig. 2. Moreover, in the region with the average received Es/N0 of approximately 0 dB in which R = 1/2 is mostly used, we find a distinct degradation in the performance of the ZigZag code compared to that for the Turbo code. Meanwhile, we can see that the throughput performance of RC/QC-LDPC code is almost same as that of Turbo code when -min algorithm is used. Therefore, we conclude that from the viewpoint of throughput using IR, the RC/QC-LDPC employing -min, D-Turbo and Turbo SPC code achieve almost the identical throughput to that of the Turbo code.
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Figure 7 – Throughput comparison of RC codes using sub-optimum decoding schemes for 6-ray TU channel model
4. Comparison on Computational Complexity of Decoder
In this section, we compare the computational complexity for sub-optimum decoding. Based on the simulation results in the six-ray TU channel model, we set the number of iterations to 8, 8, 15, 15, and 30 for the Turbo code, D-Turbo, ZigZag code, Turbo SPC code, and RC/QC-LDPC code, respectively. Tables 2(a) and 2(b) show the computational complexity per information bit of the sub-optimum decoding algorithm for R = 1/3 and R = 3/4, respectively, where Nitr denotes the number of iterations. We assume the calculation costs for the respective operations to be 1:1 for Addition and Comparison, respectively [13]. We also assume the calculation cost of the normalization is 2 [14]. For codes except for the RC/QC-LDPC, a low-rate mother code with R = 1/3 is used for decoding, so the complexity level for R = 3/4 is identical to that for R = 1/3, while the mother code with R = 1/2 is used for RC/QC-LDPC code. Note that although the number of iterations is fixed in the Table 2, it is parameterized in the overall comparisons in the next section. No clear advantage is observed for RC/QC-LDPC codes compared to the Turbo code from the viewpoint of computational complexity of the decoder. However, there is a 30% decrease in the computational complexity of the Turbo SPC code compared to that for the Turbo code. The gain from the reduction in the computational complexity of the Turbo SPC decoder within the whole baseband processing at a UE should be further investigated. 

Table 2 – Decoder computational complexity for sub-optimum decoding
(a) R = 1/3
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(b) R = 3/4

[image: image10.wmf]1768 with 

N

itr

= 8 

(129%)

3 

N

itr

76 

N

itr

139 

N

itr

Normalized Max 

Log

-

MAP

D

-

Turbo code

Normalization

Comparison

Addition

Normalized Max 

Log

-

APP

Normalized Max 

Log

-

APP

Normalized Max 

Log

-

MAP

Decoding scheme

Code

d

-

min

Normalized layered 

BP

987 with 

N

itr

= 30

(72%)

4 

N

itr

10.9 

N

itr

13.9 

N

itr

975 with 

N

itr

= 15

(71%)

420 with 

N

itr

= 15

(31%)

1470 with 

N

itr

= 30

(107%)

1368 with 

N

itr

= 8

(100%)

Computational

complexity

(Relative to Turbo code)

4 

N

itr

2 

N

itr

0

2 

N

itr

22 

N

itr

12 

N

itr

14.0 

N

itr

60 

N

itr

Number of 

operations 

per bit

35 

N

itr

12 

N

itr

35.0 

N

itr

107 

N

itr

Turbo SPC code

ZigZag code

RC/QC

-

LDPC code

Turbo code

1768 with 

N

itr

= 8 

(129%)

3 

N

itr

76 

N

itr

139 

N

itr

Normalized Max 

Log

-

MAP

D

-

Turbo code

Normalization

Comparison

Addition

Normalized Max 

Log

-

APP

Normalized Max 

Log

-

APP

Normalized Max 

Log

-

MAP

Decoding scheme

Code

d

-

min

Normalized layered 

BP

987 with 

N

itr

= 30

(72%)

4 

N

itr

10.9 

N

itr

13.9 

N

itr

975 with 

N

itr

= 15

(71%)

420 with 

N

itr

= 15

(31%)

1470 with 

N

itr

= 30

(107%)

1368 with 

N

itr

= 8

(100%)

Computational

complexity

(Relative to Turbo code)

4 

N

itr

2 

N

itr

0

2 

N

itr

22 

N

itr

12 

N

itr

14.0 

N

itr

60 

N

itr

Number of 

operations 

per bit

35 

N

itr

12 

N

itr

35.0 

N

itr

107 

N

itr

Turbo SPC code

ZigZag code

RC/QC

-

LDPC code

Turbo code


5. Relationship Between Performance and Computational Complexity

Finally, following the performance evaluations and computational complexity of the decoder, we clarify the relationship between the achievable performance and the complexity of the decoder for the respective codes. Figure 8 plots the required average received Eb/N0 at the average PER of 10-2 as a function of the computational  operations of the decoders for the Turbo code, RC/QC-LDPC code with normalized layered BP, RC/QC-LDPC code with -min algorithm, ZigZag code and Turbo SPC code. Figures 8(a) and 8(b) assume the channel coding rate of R = 1/3 and 3/4, respectively. The information length is set to 1000 bits. The computation cost for Turbo code with Nitr = 8 corresponds to 1368. From the viewpoint of the required average received Eb/N0, Fig. 8(a) clearly shows the superiority of the Turbo code to LDPC codes assuming the same computational complexity for R = 1/3. Furthermore, in the case of R = 3/4, although the superiority of the Turbo code to LDPC codes becomes smaller than that of R = 1/3, we still see a performance gain from LDPC codes such as Turbo SPC or RC/QC-LDPC codes assuming the same decoder computational complexity. 

Consequently, we do not observe the gain from the LDPC codes compared to the Release 6 Turbo code from the viewpoints of the performance, i.e., the required average received Eb/N0, and the decoder computational complexity. Furthermore, assuming a dual-mode UE terminal with W-CDMA, a Turbo encoder/decoder is necessary.  Thus, it is considered that the Turbo decoder is commonly used both in W-CDMA and the E-UTRA, although the actual implementation is the manufacturer’s matter. In terms of the well-referred merit of LDPC at a high data rate, parallel processing is possible employing multiple code words both in the Turbo and LDPC codes. As a result, for prioritizing the achievable performance, we prefer the Turbo code as the channel coding scheme for the E-UTRA, since the advantage from the reduction in the LDPC decoder computational complexity compared to that for Turbo decoder is marginal.
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(a) R = 1/3
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(b) R = 3/4
Figure 8 – Required average received Eb/N0 at the average PER of 10-2 

as a function of decoder computational complexity
6. Conclusion

This paper compared the PER performance and decoding complexity of the Turbo codes and LDPC codes. The following results were derived from the evaluation. From the comparison results, no discernible gain from the LDPC codes was observed compared to the Release 6 Turbo code from the viewpoints of the performance, i.e., the required average received Eb/N0, and decoder computational complexity. As a result, for prioritizing the achievable performance, we prefer the Turbo code as the channel coding scheme for the E-UTRA since the advantage from reducing the LDPC decoder computational complexity compared to that for the Turbo decoder is marginal. 
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