3GPP TSG RAN WG1 Meeting #46
                                R1-062241
Tallinn, Estonia, 28 August – 1 September, 2006

(Resubmission of R1-061813 from RAN1 LTE Ad Hoc in Cannes)

Source: 
Mitsubishi Electric
Title:
Ordered transmission scheme for LDPC-coded symbols

Agenda Item:
8.6

Document for:
Discussion
1. Introduction
At the recent RAN1 meetings, some contributions have investigated the usage of LDPC code as a way of channel coding[1-4]. The key issues raised there are better performance, lower decoder complexity, rate-compatibility, etc. From the view point of performance, irregular LDPC code performs better than regular LDPC code, in general[5]. An irregular LDPC code has difference of column-degree on its column of parity check matrix. The larger the column-degree, the more reliable LDPC coded bits.

In this contribution, we introduce a better way of LDPC-coded symbol transmission; ordered transmission scheme. It can improve LDPC-coded symbol transmission performance. First, its principle is described, second the simulation results are shown for evaluation, then considered its possibility for LTE physical layer.

2. Ordered transmission Schemes
2.1. Reliability of LDPC-coded bits
First of all, we describe reliability of coded bits of an irregular LDPC code. Figure 1 illustrates an example of a coding process of an irregular LDPC code. Here, H is a parity check matrix, and C is a codeword. Its irregularity is emerged as the difference of ‘column-degree’ among its columns. The column-degree is equal to the number of ‘1’s in each column of H. 

In this example, two kinds of degrees exist, three and two; the left half has three and the other has two. The column-degree directly affects to the reliability of each bit in the codeword derived from H; difference of the reliabilities of each coded bits exist among them. This could bring us room to better decoding performance. In C, from the head of the coded bits, the earlier, the more reliable. In other words, information bits are more reliable than parity bits in C.
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Figure 1. Reliability of LDPC coded bits
2.2. Principle of ordered transmission scheme
In this section, we describe the ordered transmission scheme of LDPC-coded bit stream. Bit-reliable mapping strategy has already been introduced for the bit-to-symbol mapping in [5].  Here, we apply this way to multiple resource blocks (RBs) transmission cases.
Figure 2 explains bit-reliable allocation strategy of the ordered transmission scheme for multi-RB transmission case. For example, 5MHz bandwidth is assumed for downlink transmission, and three RBs are to be allocated/required to a certain UE. Figure 2(a) shows a spectrum of its band at a time instant. Twelve RBs are also shown there. Then, channel quality of each RB is shown/calculated like in Figure 2(b). In case of full-5MHz transmission, twelve CQI could be prepared/transmitted as shown here. 

For simplification, there are no other UEs for the designated 5MHz band, and no transmission errors for the CQI reception in a NodeB. In such a case, three RBs showing the three best of measured channel qualities, are allocated by a frequency resource scheduler in NodeB. The scheduler ought to know how it can be divided the LDPC codeword into three parts, corresponding to the three RBs.

On this procedure, the scheduler can decide the mapping, i.e., its ‘order’ of the divided three parts from a LDPC codeword, to be allocated to which physical RB. In case of plural RBs, one modulation and one coding rate have to be introduced from the viewpoint of link adaptation as written in [6]. In this example, there are three different quality physical RBs, so we can utilize the ‘bit-reliable mapping strategy’ to this. Figure 2(c) shows the result of this mapping. Most reliable part of the divided codeword is set to the RB with the ‘best’ quality, while less reliable part is set to the ‘worst’ one. After that, bit-to-symbol mapping and modulation is done, then transmitted.

In terms of decoding process, the strategy can bring some advantages for better performance based on bit-reliability symbols can be used for adequate reliability calculations for its decoding. Performance investigations are shown in the next chapter.
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Figure 2.  Principle of ordered transmission scheme of LDPC coded symbols
3. Simulation Results
In this section, we show the simulation parameters and results for different mapping strategies and decoding schemes. Table 1 presents the brief parameters for simulation evaluation. QPSK modulation and AWGN channel on the downlink are assumed for the first investigation and for performance evaluation for the first step. LDPC code utilized this evaluation is from [2].

Table 1 – Simulation parameters 

	Parameter
	Assumption

	Transmission bandwidth 
	10 MHz 

	Number of used RBs
	20 of 24

	LDPC code
	Rate compatible LDPC code[2]

	Channel coding rate
	1/3

	Information bit length
	2166

	FFT block size
	1024

	Decoding schemes
	(a) Optimal decoding; sum-product (100 iteration, max)

(b) Sub-optimal decoding; cyclic delta-min (100 iteration, max)

	Channel model
	AWGN

	Data modulation 
	QPSK

	Eb/No-offsets on physical RBs 
	{+4, +2, 0, -2, -4}[dB] on each consecutive five RBs

	Mapping strategy from a codeword to physical RBs
	(1) Bit-reliable mapping

(2) Random interleaving among all of physical RBs

	Channel Estimation
	Perfect channel estimation


Figure 3 shows the packet error performance employing sum-product decoding as an optimal one. We see from the figure that the ordered transmission leads to a gain of 0.1dB from the bit-interleaved one. 
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Figure 3. PER performance (1) Optimal decoding

Figure 4 shows the packet error performance in case cyclic delta-minimum decoding as a sub-optimal one. It takes a gain of 0.15 – 0.18 dB approximately comparing to the bit-interleaved one.
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Figure 4. PER performance (2) Sub-optimal decoding

4. Conclusions
Ordered transmission scheme for LDPC-coded symbol transmission has been investigated and proposed. It provides the improvement of packet error rate performance comparing to conventional random bit-interleaving approach. It is introduced for downlink, and could be for uplink. ‘Ordering operation’ of the separated parts from a LDPC codeword can be done as a function of frequency resource scheduling; channel quality information like CQI is required for implementation of this scheme, but no other feedback information is needed. One thing for the labeling of  ‘ordered’ number, i.e., as their permutation order notation with the data transmission would be needed/signaled. The amount of control information for this scheme will be brought to future meetings.
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