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1. Introduction

As mentioned in TR25.913, 100Mb/s as the maximum throughput is required for LTE system. To realize such high throughput, the FEC decoder should be implemented via parallel decoding. However, parallel decoding of conventional turbo codes often has difficulty due to a memory‑bank contention problem.

In this contribution, first we analyze the impact of the above mentioned problem. Then we conclude that the problem is a critical issue for LTE system.

2. An Issue for Rel-6 Turbo coding 
Memory-bank contention is a well-known problem in parallel implementations of decoders for Turbo codes.  The memory-contention problem arises when multiple parallel decoders need to access the same memory unit simultaneously (for either reading or writing).  To allow simultaneous access by parallel decoders, memory can be subdivided into multiple banks, with the goal that different processors will always access data (for reading or writing) in different banks.  The banks are implemented so as to allow simultaneous access.  A contention occurs when two (or more) decoders need to access the same bank.

An extreme case of contention occurs when two decoders need to access the same data within a bank.  For example, Figure 1 shows the decoding sequence for a hypothetical turbo code sequence of 10 symbols.  In the example, two parallel decoders are used; the first decoder processes the first five symbol pairs in time cycles t1,...,t5 while the second decoder processes the next five symbol pairs in the same time cycles.  In each pair, the first symbol comes from the input sequence, while the second symbol comes from the permuted input sequence.  Figure 1 shows that, in the first time cycle, both decoders need to read the first symbol.  We call this situation a “collision.”
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　　　　　　　　Figure 1. Memory bank access collision problem
Obviously, if collisions occur, it is not possible to subdivide memory into disjoint banks that avoid contention.  It is clear from Figure 1, that the higher the number of parallel operations and interleaver are, the higher the probability of collision is.  A technique to cope with contentions is shown in Figure 2: Memory banks are accessed twice in each time cycle, and the data are stored in intermediate buffers for use by the parallel decoders.  With this technique, the number of cycles required for decoding is doubled, compared to contention-free decoding.   
When more than two parallel decoders are used, there is a non-zero probability that three (or even more) decoders access the same memory bank.  We call this a 3-way (or, in general, an N-way) contention.  The technique of Figure 2 can be easily extended to handle 3-way contentions; however, in this case, the number of cycles required for decoding is trebled, compared to contention-free decoding. 
Table 1 shows the effects of memory bank access collision for clock timing, and the number of parallel decoding. We assume that, if N‑way contentions occur, N‑times process timing in comparison with the unit process timing at no collision case should be needed, as shown in Figure 2.
Table 1. The effects memory-bank contention on throughput of parallel turbo decoding.

	The number of simultaneous memory-bank accesses : N 
	The throughput of a single decoder
(Clock / n. of iterations) / N
	The minimum required number of parallel decoders

(Total throughput) / (single throughput)

	1(no collision)
	=(100 Mbps/16)/1 = 6.25 Mbps
	=100 Mbps / 6.25Mbps = 16

	2
	3.125 Mbps
	          32

	3
	2.0833 Mbps
	          48
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      Figure 2. An example of memory collision avoidance circuit block (M windows are assumed to be prepared for M parallel decoding). 
If we model the interleaver of a turbo code as producing a random permutation of the input symbols, we can compute the probability of a collision for a given code length and a given number of parallel decoders.  This model is a reasonable approximation for Rel6 turbo codes because of the adjustable codeword length (100-5114bits) and the semi-random nature of the Prime Interleaver (PIL) used. 
The probability of collision and the average number of memory contentions are shown in Figure 3 and 4, respectively.  The data were obtained through simulation for an information length of 1000.

          
[image: image3]
Figure 3. Probability of memory collision per an information length of 1000 vs.

the number of parallel decoders.  (Interleaver type: Random interleaver, trial: 1000times).

         
[image: image4]Figure 4. the number of memory contentions for an information length of 1000 vs. the number of parallel decoding (Interleaver type: Random interleaver, trial: 1000times).  In this figure, 2-way contention, 3-way contention, and 4-way contention mean that 2,3,and 4 memory address need to be simultaneously accessed in the same memory bank, respectively.
As shown in Figure 3, the probability of collision is almost 1 at more than 2 parallel decoding. Hence, the memory collision avoidance circuit should be mandatory. Furthermore, the number of contentions at the same time would be 3 or more at more than 6 parallel decoding.
Even though the memory‑contention avoidance circuit solves the contention problem, it comes at the cost of increased clock frequency requirement.  (2x frequency is required to handle 2-way contentions; 3x is required for 3-way; etc.).
After all, the number of parallel decoding needed is at least 32. However, if we use 32 parallel circuits, the possibility of collision is increased too much. When we investigate this calculation recursively as the same manner, the sufficient parallel decoding number might not be found.
3. Conclusion
The problem of memory‑bank access contention for parallel decoding of Rel-6 turbo and general FEC system with an interleaver is a critical problem for LTE system. Based on this analysis, it might be difficult to achieve 100Mb/s throughput due to collisions with Rel-6 turbo codes without the segmentation scheme.

At the very least, Rel-6 turbo codes should be carefully scrutinized and, most likely, modifications will be necessary to resolve this problem.   So, we should discuss the issue of channel coding schemes for LTE system in either F2F meeting and/or e-mail reflector.

The more the number of parallel decoding and interleaver are, the higher the probability of collision is.
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