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1 Introduction
This contribution discusses the required turbo decoding latency and throughput under various operating frequency. We provide two simple formulae to calculate the latency and the throughput under various parallelism degrees.
Rel’6 turbo coding faces the two stringent constraints: 0.5ms TTI and 100 Mbps throughput. The latency determines the ARQ capability and the throughput determines the required number of decoder. Rel’6 turbo coding interleaver causes memory access collisions when multiple processors are applied for decoding. Applying the proposed formulae can acquire the corresponding throughput and latency. We find the throughput and latency are stringent when applying the release 6 turbo coding.

2 Latency and throughput calculation
This section demonstrates decoding latency and throughput formulae. Notations for our calculation are given below.
I: number of iterations

L: length of processed data bits at APP decoding round
W: APP decoding truncation window

P: number of APP decoders

fc[MHz]:: operating frequency

T: number of trellis section processed at each clock tick
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: the minimum integer larger than x
L data bits are processed at each APP decoding round. There are P APP decoders and each decoder processes at most 
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bits, i.e. 
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 trellis sections. In general, APP decoder processes W more trellis sections to training initial condition and extra W trellis sections to output reliability estimates. Therefore, at each decoding round 
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 trellis sections are required for processing. At each clock tick, T trellis sections are processed and APP decoder throughput is 
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 Mbps. There are I iterations and two decoding round are processed at each iteration. Therefore, turbo decoding latency is shown as eqn. (1). Dividing L by decoding latency renders the throughput relation shown as eqn. (2).
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3 Rel’6 turbo coding latency, throughput and performance degradation
Latency and throughput are calculated in this section. P=1 and T=1 are applied in this table because the Rel’6 turbo coding interleaver faces memory contention. The maximum size of L is 5114 bits. Assume W=32 which is regular applied in the realization. The calculated latency and throughput are in Table. 1. If 4, 6 and 8 decoding iterations are applied, the throughput can be achieved by two turbo decoders at fc=400MHz, 600MHz and 800MHz respectively.
Table 1. Latency and throughput under various iteration numbers.
	fc
	I=4 Iterations
	I=6 Iterations
	I=8 Iterations

	
	Latency
	Throughput 
	Latency
	Throughput
	Latency
	Throughput

	100 MHz
	414.24 μs
	12.35 Mbps
	621.36 μs
	8.23   Mbps
	828.48 μs
	6.17   Mbps

	200 MHz
	207.12 μs
	24.69 Mbps
	310.68 μs
	16.46 Mbps
	414.24 μs
	12.35 Mbps

	400 MHz
	103.56 μs
	49.38 Mbps
	155.34 μs
	32.92 Mbps
	207.12 μs
	24.69 Mbps


Fig. 1 and 2 show the frame error rate performance of various iterations over AWGN and flat Rayleigh fading channel. Data length is 5114 bits. 4, 6, 8, 10, 12 and 25 maximum number iterations are compared in both cases. Code rate 1/3 and modified Log-MAP algorithm is considered. Hybrid stopping mechanism with 8 bits CRC is applied as stopping rule.
8 iterations is proper for the realization without significant performance loss but single processor is not possible to achieve the desired throughput. In both figures the 4 iteration performance is unacceptable. The 6 iteration performance degrades by 0.35dB to the 25 iteration performance at FER=10-2. The 8 iteration performance degrades by 0.2dB to the 25 iteration performance at FER=10-2. Considering suitable operating frequency 100MHz, the latency is 828.48 μs and the throughput is 6.17 Mbps. Multiple processors are necessary. Following sections will discuss the required complexity for various realization.
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Fig. 1 Frame error performance over AWGN channel.
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Fig. 2 Frame error rate performance over flat Rayleigh fading channel.

4 Hardware complexity under various frequencies and different parallel degree
This section evaluates required hardware complexity corresponding to APP decoder and memory size. We apply existing design to evaluate the required hardware complexity for release 6 turbo coding. If the interleaver supports parallel processing, hardware complexity or operating frequency (power consumption) improves with the parallelism. 
We apply the results from France Telecomm [1]. Binary APP decoder requires gate count 13100. Under 0.13 μm process and 0.7 density, they are about 0.1mm2. The required memory for turbo decoder is 5.12mm2 under the data length 5114bits and code rate=1/3. The required ASIC area is 
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mm2, where N is number of turbo decoders.  Assume 100Mbps is our desired throughput. Following the throughput number evaluated in Table. 1, the required number of decoders is calculated in Tables 2-4 under 4, 6 and 8 iterations. The required area is also calculated in these tables.
 Table 2. Required hard complexity for 100Mbps under 4 maximum iterations
	fc
	P=1 & T=1
	P=2 & T=1
	P=4 & T=1
	P=8 & T=1
	P=16 & T=1

	50 MHz
	16/83.52
	8/42.56
	4/22.08
	2/11.84
	1/6.72

	100 MHz
	8/41.76
	4/21.28
	2/11.04
	1/5.92
	1/6.72

	200 MHz
	4/20.88
	2/10.64
	1/5.52
	1/5.92
	1/6.72

	400 MHz
	2/10.44
	1/5.32
	1/5.52
	1/5.92
	1/6.72

	800 MHz
	1/5.22
	1/5.32
	1/5.52
	1/5.92
	1/6.72


Table 3. Required hard complexity for 100Mbps under 6 maximum iterations

	fc
	P=1 & T=1
	P=2 & T=1
	P=4 & T=1
	P=8 & T=1
	P=16 & T=1

	50 MHz
	24/135.28
	12/63.84
	6/33.12
	3/17.76
	2/13.44

	100 MHz
	12/62.64
	6/31.92
	3/16.56
	2/11.84
	1/6.72

	200 MHz
	6/31.32
	3/15.96
	2/11.04
	1/5.92
	1/6.72

	400 MHz
	3/15.66
	2/10.64
	1/5.52
	1/5.92
	1/6.72

	800 MHz
	2/10.44
	1/5.32
	1/5.52
	1/5.92
	1/6.72


Table 4. Required hard complexity for 100Mbps under 8 maximum iterations

	fc
	P=1 & T=1
	P=2 & T=1
	P=4 & T=1
	P=8 & T=1
	P=16 & T=1

	50 MHz
	32/167.04
	16/85.12
	8/44.16
	4/23.68
	2/13.44

	100 MHz
	16/83.52
	8/42.56
	4/22.08
	2/11.84
	1/6.72

	200 MHz
	8/41.76
	4/21.28
	2/11.04
	1/5.92
	1/6.72

	400 MHz
	4/20.88
	2/10.64
	1/5.52
	1/5.92
	1/6.72

	800 MHz
	2/10.44
	1/5.32
	1/5.52
	1/5.92
	1/6.72


5 Conclusion
Parallel processable turbo decoder is the economic realization. Our estimate shows that achieving the desired throughput must be very high such as 400MHz if the Rel’6 turbo coding is applied. This is not a moderate operating frequency for a commercial design and time to market. Applying multiple turbo decoders can achieve the throughput and old design can be re-applied. However latency would be another issue and required cost in terms of ASIC area is large. Modifying the interleaver to achieve parallel processable turbo decoder seems better.
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