3GPP TSG RAN WG1 #46
 

 






















 

  










R1-062129
Tallinn, Estonia, Aug 28 - Sept 1, 2006
Agenda Item:
8.3.2
Source:
Huawei

Title:
Non-hierarchical Cell Search with Symmetric and Periodic SCH Signals
Document for:
Discussion and decision
1 Introduction
In [1], a non-hierarchical cell search scheme using centrally symmetric signals was described and evaluated. The symbol timing was detected by a reverse differential correlator, which exploits the signal’s symmetry. Synchronization symbols were assumed to be transmitted several times during a radio frame and, thus, different SCH sequences could be multiplexed into the radio frame. The allocation of sequences to the radio frame was done according to a cyclically permutable code, i.e., all codewords and their cyclic shifts are unique. This allows for joint frame synchronization and detection of cell-specific information. Hence no other signals are envisaged for the cell search. The amount of cell-specific information (i.e., the number of codewords) that can be carried by the non-hierarchical SCH is dependent on the number of sequences available, the number of SCH symbols per radio frame and the minimum distance of the cyclically permutable code. In [1], each frame contained 4 SCH symbols and a code with 512 codewords (cell IDs) was used. In [2], the frequency offset estimation in this scheme was done from the cyclic prefixes. This gave an estimation range up to half the subcarrier spacing. 
In this contribution, to extend the frequency offset estimation range, we introduce an SCH symbol that is both symmetric and periodic in the time-domain. The periodicity property allows for a full subcarrier spacing estimation range. An implication of a periodic signal design, is that the number of cell-specific sequences it can carry is reduced, since typically every other subcarrier is nulled. However, large amount of cell-specific information can still be transmitted if we use only one such periodic and symmetric SCH symbol in the frame, while the others are only symmetric. Furthermore, by decreasing the minimum distance of the cyclically permutable code, even more than 512 codewords can be transmitted. The signal description and receiver functions are further outlined in Secs. 2-4, whereas the simulation results are presented in Sec. 5. The conclusions are summarized in Sec. 6. 
2 New non-hierarchical SCH design
The non-hierarchical SCH described in [1], is obtained by the Inverse Discrete Fourier Transform (IDFT) of a real valued sequence of length 64. This gives a complex, centrally symmetric signal, 
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where N is the IDFT size, and whose timing can be detected by a reverse differential correlator, 
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 for the received signal 
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The complete set of 64 real valued sequences 
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is constructed as the inner product of a Golay complementary sequence with the set of differentially encoded Hadamard orthogonal sequences. At the receiver, after differential decoding, a correlation with the orthogonal set of sequences, obtained as the inner products of a differentially decoded Golay sequence and the set of orthogonal Hadamard sequences of the same length, is done to determine the transmitted sequence. 
To design the periodic and symmetric signal, we shall use sequences of length 32. Therefore, we may consider the subset of sequences, defined as the first 32 sequences but shortened to length 32. These sequences also maintain orthogonality after differential decoding at the receiver. The periodicity can be obtained, e.g., by mapping the sequences on every other subcarrier with nulls in between, giving again a sequence of length 64, i.e., 
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 Applying the IDFT to such a sequence
 gives a complex, periodic signal, 
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(2)
which in addition also fulfils (1). 
Several favourable implications to cell search with this signal design can be observed.

· The signal is still centrally symmetric, so that the symbol timing synchronization with the reverse differential correlator is possible and averaging of correlator outputs from several SCH symbols can be performed.

· The periodicity of the signal can be exploited to make an initial coarse timing estimate, using a differential correlator, which may require less signal processing than the reverse differential correlator. 

· If there exists only one SCH signal within the radio frame that has property (1) and (2), frame timing can be detected as well, using a differential correlator. 

· With the same energy in all SCH symbols, the one which is also periodic has 3 dB higher SNR per subcarrier, and thus increases the cell ID detection probability.
A drawback with the periodic SCH symbol is the reduced number of sequences, from 64 to 32. Therefore, to keep a large cell ID space, it would be desirable to have only one or very few SCH symbols with property (2) per frame. Hence, in each frame, we shall use only 1 SCH symbol which is both periodic and symmetric, while the other 3 are only symmetric.
A consequence of detecting a signal fulfilling (1) and (2), with a reverse differential correlator, is larger sidelobes than a non-periodic signal. It can be shown that these sidelobes are located at a distance 
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 samples from the true timing
. However, this is no major issue as there are other SCH symbols in the frame which are symmetric but non-periodic. Then the averaging of correlation values among SCH symbols suppresses the sidelobes. 
3 Frequency offset estimation

The reverse differential correlator is unaffected by frequency offsets, yet offsets should be estimated before the cell ID detection begins. By exploiting the periodicity property of the signal, an offset estimation range up to the full subcarrier spacing, i.e., 
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kHz, is possible. The estimate can readily be derived from the output of a differential correlator.

Given that the symbol timing has been found, for each received SCH symbol, a differential correlation value D is computed. The signals which are non-periodic, naturally give low values of differential correlation. The one SCH symbol out of the 4 that has the largest differential correlation magnitude is used for the frequency offset estimation. The frequency offset is obtained from the phase of the differential correlation by observing that for an ideal channel, on receive antenna i
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so that we can obtain 
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, where 
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is the sampling frequency.

The above method can find the fractional frequency offset, i.e., offsets within 
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kHz. A possible remaining integer part should also be corrected before decoding the cell-specific information. Once the fractional frequency offset has been perfectly cancelled, we have
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where n is an integer. From the definition of the DFT it follows that, 
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 merely leads to an n-step cyclic shift of the frequency domain sequence at the receiver, thus there is no inter-carrier interference left in the signal. Each step of cyclic shift corresponds to one subcarrier spacing. A sequence of length 64 may therefore be used to find integer offsets between 
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 subcarrier spacings. If the transmitted sequence is known, it is therefore straightforward to detect the cyclic shift of the received sequence. In the non-hierarchical SCH case, a blind detection should be done, since the received sequence (i.e., the index m) is not known beforehand. For this, the receiver computes for each receive antenna i a correlation matrix 
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of the received frequency domain signal with cancelled fractional offsets, 
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, with cyclically shifted versions of the transmitted sequences 
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for all the sequences 
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 The signal 
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is a demapped version of 
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 and consists of only the subcarriers that the SCH is allocated to. Hence it is of length 64 with every other subcarrier nulled. The integer frequency offset can, e.g., be determined by
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. The number of cyclic shifts n that need to be evaluated is determined by the receiver accuracy and may be just a few subcarrier spacings.
4 Frame timing synchronization and detection of cell-specific information
The cyclically permutable code in [1] was found by exhaustive search. The codeword length was 4 and the alphabet size 64. This search resulted in over 800 codewords found, of which 512 were used, all having minimum distance 3. A closer look shows that these codewords could all be constructed such that there is always one codeword element less than 32. This means that we may use the shorter sequences in one of the 4 SCH slots, and still transmit 512 cell IDs. Moreover, in Sec. 5, we shall also evaluate performance for a code with minimum distance 2. Such a code can give several thousands of codewords, and we shall utilize 4096 of them. This number is sufficient to carry, e.g., 512 cell IDs, 2 BCH bandwidths and 4 antenna configurations.

The use of sequences with different lengths needs to be taken into account at the receiver. The receiver decodes every received SCH symbol (i.e., the block of 64 samples 
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) under two hypotheses; first assuming it contains a short (length 32) sequence and demaps every other subcarrier accordingly, and, secondly assuming it contains a long (length 64) sequence and detects it without any subcarrier demapping. Detection is then done by differential decoding and correlation as described in Sec. 2. It can be noted that performing differential decoding on a block of 64 received samples having zeros on every other subcarrier, will give mainly zeros at the output. Therefore, the second hypothesis will not contribute with large correlation values when detecting a short sequence. 
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 denoting the (magnitude of the) correlation values computed under the hypothesis of a short and long sequence in SCH symbol s, respectively, the correlation of an SCH symbol, which is passed on to the cell ID decoder, is defined as 
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  where by definition we have 
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Decoding of the codeword is then done, from the 64 correlation values for each of the 4 SCH symbols, by computing a metric for each codeword and its cyclic shifts. Let 
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 be the real valued correlation value for sequence 
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5 Numerical evaluations

5.1 Simulation assumptions
The SCH repetition period is assumed to be 2.5 ms (every 5th subframe), i.e., it is multiplexed 4 times per radio frame. The symbol timing detection is improved by non-coherently accumulating the correlator outputs after each 2.5 ms repetition period. In the simulations, a fixed 10 ms averaging period is used. After each such 10 ms period, the algorithms for synchronisation acquisition are run on the averaged correlator output signal. Using the obtained timing, the cell ID is then determined from the of the last 10 ms. At the end of each averaging 10 ms period, if either cell ID or timing are incorrect, cell search proceeds with another 10 ms averaging period, and so on. We assume an ideal verification logic, which can perfectly determine whether the estimated cell ID and timing is correct. The timing is declared correct if it is within the timing error tolerance zone [0,2], where ‘0’ is the first sample after the cyclic prefix. 
The timing detection is here fully based on the reverse differential correlator, i.e., the periodicity of the signal is neither considered for the symbol- nor frame timing. Shorter cell search times may be achieved if also a differential correlator is used to narrow down the search range for the reverse differential correlator.

The case with 2 RX antennas used in parallel has been considered. For each antenna, a separate symbol timing correlator produces a 2.5 ms long sequence of correlation values. These correlation values from the both antennas are then added non-coherently.  In the same way, for detecting the cell ID, output statistics (e.g., correlation values of cell IDs) are added non-coherently from both antenna branches.
The parameters for the evaluation are listed in the Table I.

























TABLE I















List of simulation parameters and models

	Bandwidth
	1.25 MHz

	FFT size
	N=128

	Sub-carriers for SCH
	64

	Cyclic prefix lengths
	1x10 and 6x9

	SCH symbols/frame
	4

	Averaging length for timing acquisition
	10 ms

	#TX/RX antennas
	1/2

	Data symbols
	Random QPSK symbols

	SCH  
	Golay modulated Hadamard seq., 3 symbols of length 64 and 1 symbol of length 32 per frame

	Channel
	TU 6-path, 3 km/h

	Interference
	AWGN

	Frequency offset
	20 and 30 kHz

	Carrier frequency
	2 GHz

	Offset estimation range
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5.2 Simulation results

The presented results include the 90th percentile cell search time. The cell search time is defined as the time needed (in steps of 10 ms periods) to obtain the correct cell ID, frame- and symbol timing.
Fig. 1 shows the cell search time when using 512 codewords with minimum distance 3, and, using 4096 codewords with minimum distance 2. Three cases are evaluated; the case with perfect frequency offset estimation, a frequency offset of 20 kHz (10ppm) and 30 kHz (15ppm). It is seen that all the curves of 512 and 4096 codewords coincide. Therefore, the performance in a system level evaluation is expected to not be affected much by the smaller minimum distance of the code. It can be seen that the frequency offset estimation/compensation is working well, as the 20 and 30 kHz curves coincide and are also close to the one of perfect estimation. 
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Fig. 1. The 90th percentile cell search times for 20 and 30 kHz frequency offset. The results are the same for the 512 and 4096 codeword cases and the curves (the upper ones) of 20 and 30 kHz also overlap. 
6 Conclusions

This contribution defines a non-hierarchical SCH including signals which are both complex symmetric and periodic, in their magnitudes. The concept of multiplexing several SCH signals per radio frame endow that a cyclically permutable code can be used. However, the periodic signal design reduces the number of sequences by half; therefore not all SCH symbols in the frame should be both symmetric and periodic. With this SCH design, both frame timing and large amount (at least 512 cell IDs) of cell-specific information can be detected, while the symbol timing still can be performed by a reverse differential correlator.   
The periodic signal was utilized both for estimating the fractional frequency offset, and for blind detection of the integer frequency offset. Our evaluations show that satisfactory performance of the frequency offset estimation can be achieved, also for quite large frequency offsets. Thus, this fully non-hierarchical scheme comprises all the features of the initial access procedure, such as symbol-, frame- and frequency synchronization, while also carrying large amounts of cell-specific information.

Hence, a non-hierarchical SCH should be used, which utilizes a cyclically permutable code for transmitting cell-specific information and finding frame timing. The SCH should include at least one complex symmetric and periodic signal.  
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� The IDFT is taken on a block of N samples where the non-active carriers are nulled.


� If a differential correlator is used for an initial coarse timing estimate, which should be located well within � EMBED Equation.3  ��� samples from the true timing, the reverse differential correlator will not even produce the sidelobes.
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