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1. Introduction
For the E-UTRA it is assumed that both the Node B and UE employ 2 antennas. This facilitates the use of multi-input multi-output (MIMO) techniques. While the use of multiple antennas at the Node B and UE has some potential gain, choosing the set of MIMO techniques that result in the best overall performance requires some extensive study. One of the candidate MIMO techniques for the E-UTRA is closed-loop MIMO pre-coding (see, e.g. [1]) based on the feedback from the UE to the node-B.. Clearly, the feedback and pre-coding schemes should be chosen with a goal of maximizing throughput gains while maintaining low feedback overhead. Regarding the method of feedback of pre-coding, our views are as follows: 
· Codebook based pre-coding with small codebook size is preferred to prevent excessive amount of feedback overhead.

· The feedback rate (in time) for pre-coding should be less than or equal to that for the CQI feedback rate. Note that a small codebook size implicitly reduces the update rate, since the number of possible pre-coding matrices is small, and hence the optimum pre-coding matrix is unlikely to change fast. 
· Some feedback reduction mechanism should also be employed in the frequency domain. The smallest granularity for pre-coding is the size of the resource block (180 kHz or 12 sub-carriers).   However, feedback could be done over groups of adjacent RBs to reduce the feedback overhead (see, e.g. [3]).
In this contribution, we focus on codebook design. Several codebook designs have been proposed for MIMO LTE. In [4] and [5], some codebook designs for 2- and 4-antenna transmissions were presented where the pre-coder selection criterion is based on the sum throughput. Contribution [6] presented an efficient scheme to quantize the right singular matrix of the channel using a series of Householder operations. This scheme implicitly assumes that right singular matrix is the optimum pre-coder. 
This contribution revisits the codebook design issue in [4] and [5] and proposes further improvement for the lower rank design (that is, the number of streams is smaller than the number of transmit antennas). The codebook is designed based on the Householder matrix parameterization which allows significant complexity reduction in the pre-coder selection. Furthermore, we demonstrate that the 4-bit Householder-based codebook offers better performance than its SVD counterpart for the 4-antenna 2-stream scenario. 
In Section 2, we first discuss the pre-coder selection criteria, followed by the proposed codebook design in Section 3. Some simulation results are presented in Section 4. The conclusion is given in Section 5.
2. Pre-coder Selection Criteria
Given the codebook, the UE will select a pre-coder matrix/vector based on a selection criterion. The chosen pre-coder is then signaled to the Node-B, e.g. by sending the pre-coder index. Although the pre-coder selection criterion is a part of receiver algorithm, it is an integral part in the codebook design and hence should be considered together with the codebook. Different pre-coder selection criteria can be categorized into two groups:

1. Metric-based selection: The pre-coder is selected from the codebook based on a performance metric such as sum throughput, SINR, FER, etc. This typically involves computing the metric for each of the pre-coding matrices/vectors within the codebook. A number of codebook based schemes in the literature follows this approach (e.g. [7,8]) as well as that in [4, 5].

2. Quantization-based selection: The pre-coder is a quantized version of the right singular matrix of the channel as proposed in [6]. In this case, singular value decomposition (SVD) of the channel matrix needs to be performed.

The quantization-based selection is motivated by the optimality of right singular matrix in terms of minimum mean-square error or minimum singular value (see, e.g. [7]). However, this does not guarantee the optimality in terms of sum throughput or SINR (throughput is an increasing function of SINR), which is the metric of interest. 
In this contribution, we focus on the first approach as done in [4,5]. In this case, it is essential to keep the codebook size as small as possible to avoid excessive computation at the UE. While this complexity constraint seems to limit the potential gain of pre-coding, it is also in line with the goal of minimizing the feedback overhead due to pre-coding. With this in mind, it is important to design a high-performance codebook given the size constraint. 
3. Codebook Design
We use the notation 
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 to indicate a MIMO system with 
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For unitary pre-coding, examples of codebook design for 
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 were given in [3] and [4, 5], respectively. In fact, the same codebook as that used in WCDMA (TxAA mode 1, see [9]) can be used for 
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. Although an exemplary codebook for 
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 was given in [4] (i.e. the double TxAA scheme), there is still some room for improvement. Codebook design for 2-antenna systems is inherently simpler than that for 4-antenna system because there are fewer parameters to be optimized. In general, a high-performance codebook can be designed from a certain matrix parameterization by maximizing a certain minimum distance that is defined in the space of unitary matrices. Examples of such distance are the chordal and Fubini-Study distances (see, e.g. [7, 8]). 
From implementation point of view, it is also desirable to impose a certain structure to the codebook without sacrificing too much performance. The structure may be beneficial for further complexity reduction at the UE as well as simpler generation. However, most codebook designs in the literature are random-like and lack structure. In this section, we present a Householder-based codebook and show that it significantly reduces the complexity of finding the optimum pre-coding matrix.
3.1. Householder-based codebook
An NxN Householder matrix is defined as follows [10]:
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This represents a reflection on the unit vector u in N-dimensional complex space, which is a unitary operation. A series of Householder transformations of decreasing size can be used to parameterize an arbitrary unitary matrix [10], which is also used in [6] to quantize the right singular matrix of the channel. From (1), it can be seen that Householder matrix possesses a unique structure that can be exploited for simpler computation of selection criterion.
Although a single Householder matrix cannot represent an arbitrary unitary matrix, a set of M Householder sub-matrices 
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can form a good unitary codebook as long as the minimum chordal distance of the codebook is maximized and nearly the same as that of an optimized random-like codebook. Here, the 
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matrix W is formed from 
[image: image13.wmf]S

N

 out of the 
[image: image14.wmf]T

N

columns of V. As evident from (1), an 
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 pre-coder derived from a Householder matrix can be parameterized in terms of the unit vector 
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 selected columns. Furthermore, the first element of 
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 is set to be real-valued. 

The 3-bit and 4-bit 
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 codebooks designed using the above Householder structure are given in Appendix A.
3.2. Potential complexity reduction due to Householder-based codebook

As mentioned above, the structure of Householder matrix can be exploited for potential complexity reduction at the UE. Assuming the use of LMMSE receiver with the metric-based selection criterion, the following LMMSE SINR metric needs to be computed for each pre-coder matrix W and the k-th spatial stream
. 
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When W possesses a Householder structure, further simplification in (2) can be attained. Using the special case of 
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, it can be shown that the major bottleneck lies within the matrix multiplication inside inverse in (2). In this case, it can be demonstrated for 
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 that the product term inside the inverse can be written as follows:
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(3)
Here, 
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 denotes the i-th column vector of the channel matrix 
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. Notice that the above expression only involves matrix-vector operations of 3 different terms: 
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. The rests are simply scalar complex multiplications and additions. This allows significant complexity reduction. A similar trick can be applied to 
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 scenario or any other configuration.
To illustrate the potential saving in complexity, the required number of real multiplications and additions per metric computation in (2) are given in Figure 1 for 
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 configurations. Observe that by exploiting the Householder matrix structure as shown in (3), the number of real multiplications and additions can be reduced by approximately 50% and 60%, respectively. 
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Figure 1. Computational complexity saving (the number of real multiplications and additions) for metric-based selection with and without exploiting the Householder structure
4. Simulation Assumptions and Results
The potential complexity saving of the Householder-based codebook has been demonstrated in Section 3.2. We now demonstrate that the Householder-based codebook achieves good performance with minimum codebook size via some preliminary link level simulation results. Simulation assumptions are given in Table 1. The LTE numerology for 10 MHz in accordance to [9] is used. Since pre-coding is performed across multiple resource blocks where the channel is reasonably constant, a frequency non-selective model is assumed in these preliminary results. Average block error rate (BLER) as a function of SNR is used for performance measure. Future simulation results will assume frequency selective channel and include throughput comparison.
	Parameter
	Assumption

	Bandwidth
	10 MHz

	TTI size
	0.5 ms

	Channel 
	Frequency non-selective, 3 kmph

	MCS 
	QPSK R = 1/4, 16QAM R = 1/2, 64QAM R = ¾
3GPP Turbo code

	Spatial correlation (Node B, UE)
	0%, 50%

	Feedback non-idealities (error, delay)
	None

	MIMO configuration
	4 transmit 2 receive antennas, 2 streams (4x2x2)

	Transmission scheme
	2 codewords, same MCS on both streams

	MIMO receiver
	LMMSE


Table 1. Simulation Assumptions
The following 4x2x2 schemes are compared:
1. The proposed Householder-based codebook with metric-based selection criterion (HH-MS): 3, 4, 5, and 6 bits.
2. Zhou’s codebook [8] with metric-based selection criterion (Zhou-MS): 3, 4, 5, and 6 bits. Zhou’s codebook was demonstrated to slightly outperform Love’s codebook in [7] and designed using a “random-like” search based on Lloyd’s algorithm. Hence, it represents one of the best codebooks in the literature. As expected, the codebook is random-like and hence unstructured.
3. The Householder-based SVD scheme proposed in [6] (HH-SVD): 7 bits, as suggested in [6]. This scheme represents the quantization-based selection scheme. It was demonstrated in [6] that HH-SVD approaches the performance of the perfect SVD.
For schemes 1 and 2, the LMMSE metric in (2) is used for pre-coder selection.
Figures 1 and 2 depict the simulation results for the above three schemes with 0 and 50% spatial correlation, respectively. The following can be observed from the results:
· The 4-bit HH-MS scheme consistently outperforms the 7-bit HH-SVD by 0.3 to 2.3 dB at 10% BLER. The gain of HH-MS increases by up to 1 dB for larger codebook size (5- and 6-bit codebooks). In fact, the performance of the 3-bit HH-MS is comparable to or better than that of the 7-bit HH-SVD. Note that the difference in performance between HH-MS and HH-SVD increases at lower BLER values and/or lower order MCS. Hence, it can be inferred that the feedback overhead associated with HH-MS is approximately 43% of that with HH-SVD for comparable performance.
· The difference in performance between the well-structured HH-MS codebook and the random-like Zhou-MS codebook is negligible. The proposed HH-MS can achieve the same performance with significantly lower pre-coder selection complexity (see Section 3.2). 
· Based on the results below, it is reasonable to conclude that the 4-bit HH-MS is sufficient to provide good 4x2x2 pre-coding performance (better than the SVD-based approach). It is expected that this holds for larger number of receive antennas.
5.  Conclusions
In this contribution, we presented a codebook design based on the Householder matrix parameterization. We demonstrated the following:

· When a metric-based pre-coder selection criterion is used, the Householder matrix structure can be exploited to reduce computational load for selecting the pre-coder matrix. For 4x2x2 scenario, we found approximately 50% reduction in the number of real multiplications.
· The design offers high-performance small size codebooks. The performance of the 4-bit Householder codebook is close to that of the perfect SVD for 4x2x2 scenario. While better performance can be obtained when the codebook size is increased, 4-bit codebook seems sufficient to provide good performance while keeping the feedback overhead reasonably low.
While further study needs to be performed (e.g. throughput simulation with frequency selective channels, SCM channel model), the preliminary results presented in this contribution demonstrate the potential of the Householder-based codebook as a good candidate for the MIMO pre-coding scheme for the E-UTRA.
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Figure 1.Performance of different codebooks with different MCSs: spatial correlation = 0
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Figure 2.Performance of different codebooks with different MCSs: spatial correlation = 50%
Appendix A: 4xNRx2 Householder-based codebooks – 3 and 4 bits
Table 3. 
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 Householder codebook: 3 bits
	#
	u
	Rows
	#
	u
	Rows

	1
	   0.1279          

   0.1931 + 0.7062i

   0.4141 + 0.0971i

  -0.4848 - 0.1780i
	1, 2
	5
	   0.7638          

  -0.4549 - 0.0728i

   0.1840 - 0.2426i

  -0.3005 - 0.1460i
	1, 2

	2
	   0.7036          

   0.3572 + 0.3960i

  -0.2114 + 0.1660i

  -0.3465 - 0.1681i
	1, 2
	6
	   0.5258          

   0.4189 - 0.0920i

   0.2730 - 0.6452i

  -0.2153 - 0.0489i
	1, 2

	3
	   0.4609          

  -0.1921 - 0.4021i

   0.3019 - 0.5923i

   0.2336 + 0.3042i
	1, 2
	7
	   0.8727          

   0.1037 - 0.0732i

  -0.0926 - 0.0393i

   0.4306 + 0.1637i
	1, 2

	4
	   0.2836          

   0.1579 - 0.6267i

   0.3102 + 0.0489i

   0.6299 - 0.0808i
	1, 2
	8
	   0.4661          

  -0.4128 + 0.5348i

   0.2484 + 0.4636i

   0.1496 + 0.1652i
	1, 2


Table 3. 
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 Householder codebook: 4 bits
	#
	u
	Rows
	#
	u
	Rows

	1
	   0.2927          

   0.1298 + 0.6512i

  -0.0335 - 0.5622i

   0.1662 + 0.3586i
	1, 2
	9
	   0.4326          

  -0.4304 + 0.0481i

   0.6963 - 0.1860i

   0.1500 + 0.2888i
	1, 2

	2
	   0.5754          

   0.0530 + 0.2187i

  -0.7569 + 0.1852i

   0.0209 + 0.1035i
	1, 2
	10
	   0.4225          

  -0.0582 - 0.3111i

  -0.4713 - 0.1316i

  -0.5823 - 0.3779i
	1, 2

	3
	   0.4379          

   0.4527 - 0.0588i

  -0.3630 - 0.3639i

  -0.3692 + 0.4465i
	1, 2
	11
	   0.6569          

   0.1485 - 0.0776i

  -0.0998 - 0.4801i

   0.5359 + 0.1125i
	1, 2

	4
	   0.5062          

  -0.1806 - 0.1003i

   0.6056 + 0.0988i

   0.2603 - 0.5068i
	1, 2
	12
	   0.7509          

  -0.4061 - 0.1814i

   0.0274 + 0.2670i

   0.0993 - 0.3954i
	1, 2

	5
	   0.0774          

  -0.3019 - 0.1046i

  -0.2880 + 0.8634i

   0.2237 + 0.1160i
	1, 2
	13
	   0.3816          

   0.5020 + 0.1775i

   0.3039 - 0.5125i

   0.4323 - 0.1702i
	1, 2

	6
	   0.1056          

  -0.5156 + 0.2733i

  -0.5343 - 0.2538i

  -0.5021 + 0.2152i
	1, 2
	14
	   0.6961          

   0.1961 + 0.5260i

  -0.0002 - 0.0892i

  -0.3517 + 0.2622i
	1, 2

	7
	   0.3474          

   0.1465 - 0.4442i

   0.6611 - 0.4650i

  -0.0535 + 0.0662i
	1, 2
	15
	   0.1991          

   0.0523 - 0.4184i

   0.0165 + 0.4263i

   0.1029 - 0.7681i
	1, 2

	8
	   0.3585          

   0.0138 + 0.3114i

  -0.0018 + 0.1268i

  -0.7014 + 0.5160i
	1, 2
	16
	   0.1471          

  -0.2071 - 0.4459i

   0.2385 - 0.1701i

   0.6400 + 0.4912i
	1, 2
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� When NS=NT, the unitary (square) matrix W can be factored out from the inverse.
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