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1. Introduction

The conclusions endorsed by RAN1#45 [1][2] in May 2006 show that, it would be feasible to operate point to multipoint transmissions as a single frequency network (SFN) and benefit from energy combining without experiencing inter-cell interference; this is feasible provided that the cells are synchronized within a few micro seconds, that the OFDM symbol cyclic prefix duration is long enough compared to the time difference between the signals received from multiple cells; the UEs will then receive the signals from multiple cells as if they were transmitted from a single cell.
It was commented in RAN1 meeting that more studies are required for the assessment of synchronization techniques. In this proposal, we discuss the inter Node B node synchronization schedules for SFN in LTE.

2. Candidates of synchronization scheme

Option 1: Synchronization by a GPS/GNSS receiver
The signal transmitted by a Global Positioning System (GPS) satellite indicates the GPS time that provides an absolute time reference. This makes the GPS receiver suitable for Inter Node B Node Synchronization, which is alike to the operation in DVB-H.

Subcase 1: The GPS receiver only provides a clock reference (1 second clock)

In this case the aGW, also synchronized by GPS needs an own Frame Number (FN) counting and has to request the FNs and store the still existing FN offsets of all the eNode Bs belonging to this AGW area.

The synchronization of the simulcasting needed for E-MBMS is performed by a time stamp (FN) send from the aGW to the eNode Bs taking into account the FN offsets. The inter aGW synchronization is realized by an exchange of the FNs of the eNode Bs at the border of an aGW area.

Subcase 2: The GPS receiver provides a clock reference (1 second clock) and an absolute time reference

In this case the aGW, also synchronized by GPS needs an own Frame Number (FN) counting.

There most be a rule at which absolute time the FN counters of the aGW and all eNode Bs are reset to 0.

The synchronization of the simulcasting needed for E-MBMS is performed by a time stamp (FN) from the aGW to the eNode Bs.
Option2: Synchronization by direct cables

Similar to the methods that have been discussed in 3GPP during UTRAN TDD development, the Node B input and an output synchronization ports can be used for Inter Node B Node Synchronization [3]. The input synchronization port (SYNC IN) allows the Node B to be synchronized to an external reference (e.g. GPS), while the output synchronization port (SYNC OUT) allows the Node B to synchronize directly with another Node B. This allows connecting Node B's in a daisy chain configuration, so that a single external reference is enough and all the other Node B's can be synchronized to it.
Option3: Synchronization by radio

This is a solution for cases, where GPS reception is not available.
For example, in 3.84Mcps TDD or 1.28Mcps TDD [3], the Node B synchronization procedure is based on transmissions of cell synchronization timing reference in predetermined PRACH (Physical Random Access Channel) or DwPCH (Downlink Pilot channel) over the air.

For LTE we foresee a synchronization method via air interface based on the IPDL (idle periods in downlink) as described in chapter 3.

The basic idea for this mechanism is as follows:
a) To put a receiver for Downlink in each Node B to measure the synchronization information of a neighbouring Node B; 
b) One Node B of an aGW area acts as Master Node B
c) All Node Bs (except the master Node), receive and detect the synchronization information during idle periods within a predefined cycle from it’s already synchronized neighbour Node B;
d) Then each Node B performs a correction of its time base with the synchronization information and on the basis of propagation delay measurements autonomously. In addition there is a frequency correction foreseen on the basis of the pilot symbols of the adjacent Node B

3. Detailed basic synchronization method

In a wireless communication system, each base station (Node B) transports the synchronization reference signals in downlink channel, which enable UEs in the coverage to receive these reference signals and synchronize to the Node B. This downlink channel may be the Synchronization Channel (SCH) and Common Pilot Channel (CPICH). Here the SCH is assumed to carry the timing reference signals.
Fixed period is defined during the transmission of synchronization reference signals on SCH, e.g. one frame length (10ms), and reference signals are transmitted repeatedly. Generally in FDD mode, downlink and uplink occupy different band, and Node B could not receive the downlink signal from other sites because it’s overwhelmed by the signal from itself due to the strong far-near effect. 
A special technique is already defined in UTRAN R6, that’s, IPDL (idle periods in downlink). It may be inherited in LTE.

In UTRAN R6 [4], to support time difference measurements for location services, idle periods can be created in the downlink (hence the name IPDL) during which the transmission of all channels from a Node B is temporarily muted. During these idle periods the visibility of neighbour cells for the UE is improved. In R6 the idle periods is set as 1/4 or 1/2 slot, which equals to 0.167ms or 0.333ms.

In this proposal, IPDL is considered to be applied for the synchronization procedure. 
For the Synchronization procedure there are two phases foreseen:

· Phase of system initialisation (here a coarse synchronization is needed)

· Steady state phase, where the Node Bs have to be fine synchronized, due to free running master Clocks

At the phase of system initialisation, the Node Bs are not synchronized. Then the idle period must be extended to 10 ms to implement initial synchronization. During this period a time correction reading the SCH and frequency correction reading the pilot symbols will be performed.
During the steady-state phase, idle period can be defined at least as 3 symbols, in LTE it is about 1/4 ms. Such transmitter silent period is long enough to receive the adjacent Node B’s synchronization reference signals in SCH. The idle periods are active in a predetermined cycle, for example, the duration is set as 10s. And thus all idle periods of Node Bs are dispersed, and each Node B receives the surrounding Node Bs’ synchronization signals during its own silence period. So the frequency of read SCH is very low, it is just 0.25ms per 10s (low impact to unicast traffic). Furthermore UEs would not interrupt receiving in SFN if the idle periods only occur in the TDM of multicast traffics, and also the unicast traffics would not be impacted.

Also during this IPDL period a time correction reading the SCH and frequency correction reading the pilot symbols will be performed.
3.1 Synchronization Scenario with a Master Node B in the initial phase

In each aGW area or Node B cluster there is at least one Node B, which works as the time reference for the others, The Node B is called "master Node B". All the other Node Bs will be informed by OAM which of the Node Bs are master Node Bs.
For the Node Bs which can directly measure this master Node B, called Slave1 Node Bs, the propagation delay from this master Node B can be estimated and stored before the initial synchronization phase. The simplest possibility is to distribute the LOS delays as the evaluation of the propagation delay, which are fixed by the cell size. Because the inter site distance can be obtained during the network deployment, the LOS delay is a simple for each Node B, and just configured by an O&M command.
The synchronization procedure itself works like this. During the IPDL, the Slave1 Node Bs receive and detects the synchronization time reference (in the SCH) from the master Node B. Then these Node Bs perform a timing correction based on this time reference autonomously taking into account propagation delay compensation. It is targeted to synchronize the whole time information from FN counting down to symbol clocks. This has the advantage that the aGW has not to store FN offsets, when performing simulcasting of MBMS packets. In addition the Slave1 Node Bs are also receiving the Pilot symbols from the master Node B and perform a frequency correction after a frequency offset estimation.
For the next Node Bs around the Master Node B, called Slave2 Node B, which could not directly measure the master Node B, the same synchronization procedure can be performed according to the received time reference and frequency reference from the Slave1 Node Bs under the condition, that they have already been synchronized to master Node B. The fact, that the Slave1 Node Bs are synchronized should be indicated by a synchronization flag in the SCH.

The synchronization procedure including the propagation delay compensation for these Slave2 Node Bs is similar to the procedure for the Slave1 Node Bs.

For the Slave3 to SlaveN Node Bs, this goes on in a similar manner.

All Slave (1 up to N) Node Bs are reporting back their synchronization status to the OAM system, that the operator gets an overview on the status of his network.
The synchronization chain with a master Node B, Slave1 Node Bs and Slave2 Node Bs is illustrated in figure 1.
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Figure 1 synchronization chain with master Node B

In this scenario, it is possible for pan-aGW synchronization by using hierarchical synchronization in a large area. This means for intra cluster, all Node Bs are synchronized to the master Node B and for inter cluster, the master Node Bs could synchronized among each other through cables, or running asynchronous.

3.2 Synchronization Scenario with a Master Node B in the steady-state phase
Due to the fact, that the time bases of each Node Bs are still free running after such an initial synchronization, the steady-state phase is foreseen for the maintenance of the synchronization over time. The synchronization procedure works as described in chapter 3.1.
The only difference is an IPDL for the steady-state phase as described above.
When the frequency stability in the Node B is (0.05ppm, with this accuracy, the relative time drift between two cells could be as much as 1(s per 10s. Such time drift would impact to the terminal to combine the energy from multiple transmissions. Tight inter-cell synchronization, in the order of substantially less than the cyclic prefix, expects the resynchronisation of each Node B (except Master Node Bs) in the steady-state would perform once per 10s to reach the precision of microsecond.
5.Conclusion

In this proposal, some candidates of synchronization scheme are discussed for the SFN configuration in LTE MBMS. Mainly, the synchronization method via air interface based on the IPDL is proposed. Comparing the pros and cons of there candidates, it proposed that,

· Synchronization by GPS or GNSS is preferred because it is simple;

· If the GPS or GNSS is not possible due to market reasons, an alternative synchronization included in this proposal should be used such as via air interface, the synchronization method based on the IPDL can be considered;

Synchronization by direct cable is envisaged for the inter aGW area.
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