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1 Introduction

We study the achievability of the LTE downlink performance requirements described in [1] —peak rate, cell edge throughput, and average throughput-- under various MIMO antenna configurations and three network environments. We present simulations similar to the methodology used in [2] that generate a cumulative distribution function (CDF) of achievable rates and extract the three performance metrics from these statistics. We first generate a CDF of geometry for random user locations. Then using i.i.d. channel realizations and MIMO link-level performance results that are derived from Shannon capacity limits, we map the CDF of geometry to a CDF of achievable rates. 

2 Simulation methodology

We consider three network environments: an interference limited system, an isolated NodeB with 3 sectors, an isolated NodeB with a single sector. These environments are shown in Figure 1, and for convenience, we denote these systems as “System A,” “System B,” and “System C,” respectively. In systems A and B, each of the hexagonal cells has the identical sectorization with three sectors and a universal frequency reuse plan where each sector in all cells use the same frequency. We consider antenna configurations with up to 4 antennas within a sector. Multiple antennas in a given sector point in the same direction. The antennas used in system C are omni-directional.
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Figure 1. Network environments

The signal-to-noise ratio (SNR), ignoring Rayleigh fading and measured at user k as a function of distance from sector j is
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where 
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is the SNR at the reference distance in the direction of the antenna boresight.
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is the distance from sector j to user k

[image: image5.wmf]ref

d




is the reference distance measured from cell center to corner
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is the pathloss exponent
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is the antenna gain between user k and sector j 
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is the log-normal shadowing realization from sector j to user k. 

The reference SNR  accounts for various channel and antenna parameters, whereby a typical simulation scenario is assumed based on [3]. For systems A and B, each user is assigned to the serving sector with the highest received SNR. For user k, we denote 
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 to be the serving sector, defined by
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where the
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 is from (1). For system A, users are place in the center cell, and the maximization is taken over 19*3 sectors. Note that because of shadow fading, a user is not necessarily assigned to the center cell Node B. For System B, the maximization is taken over  3 sectors.  The geometry is the received signal power from the serving sector divided by the total interference power plus noise power. We assume that all sectors transmit with full power. Since the transmit power is normalized so the noise power is unity, the geometry for user k can be written as
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where 
[image: image13.wmf]*
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 is the serving sector defined by (2), and the summation for the interference terms is taken over J – 1 sectors where J = 57 for system A and J = 3 for system B. For system C, there is no interference from other sectors. Therefore the SINR is equal to the SNR. We assume the SNR is limited to 20dB due to inherent limitations of the receiver electronics. The CDF of the geometries for the three systems is shown in Figure 2. 
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Figure 2. CDF of geometry (
We now describe how to generate the achievable rate for a given geometry realization. In this context, a link is defined for a given sector as the transmission to a user from the base assigned to that sector. We assume there are two types of overhead: in-band and orthogonal. In-band overhead reduces the effective geometry used for demodulating the data signals. This type of overhead, whose fraction is denoted as fi, includes pilot signals and control channels that are multiplexed in frequency with the data channels. For a geometry given by 
(3)

, the effective geometry for data demodulation is  GOTOBUTTON ZEqnNum368653  \* MERGEFORMAT . The in-band overhead should increase for larger M because each additional antenna for SM requires an extra pilot. However, we conseratively assume that fi = 0.2 for all M. Orthogonal overhead reduces the overall spectral efficiency due to non-data resources that are orthogonal in either time or frequency to the data channels. This type of overhead, whose fraction is denoted as fo , includes the cyclic prefix fraction and the guard band fraction. Orthogonal overhead affects the overall spectral efficiency and will be accounted for when we compute the peak rate, cell edge rate and average rate performance metrics.  

We assume the number of transmit antennas per sector is M = 1, 2, or 4. We also assume that the transmission uses PARC spatial multiplexing and selection transmit diversity for single-stream transmission [4]. Transmission occurs on T of the M antennas ( 
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) , where the number of antennas used and their data rates are chosen to maximize the total data rate determined from the SINR of each antenna as described below. To simplify the simulations, we assume that fading is flat and that the channel is known perfectly by the receiver. Following down-conversion of the received signal and matched filtering with the data signal codes, the complex-valued baseband data signal received by a given user with N antennas from a base transmitting with T antennas can be modeled as
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where y is an N-dimensional vector, 
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 is the geometry given by (3) (the indices have been dropped to simplify the notiation), T is the number of active transmit antennas, H is an N -by- T complex-valued channel matrix to account for  fading (we assume the elements of H are i.i.d. Gaussian complex random variables with zero mean and unit variance), x is a T-dimensional transmitted signal vector, and n is the additive noise which accounts for both thermal noise and interference. The signal vector x is constrained to have unit power 
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. The normalization by T is required to make the total radiated power per sector to be constant regardless of the number of active antennas. The components of the noise vector n are circularly symmetric, complex Gaussian random variables with zero mean and unit variance.

We assume that a linear minimum mean-squared error (MMSE) receiver is applied to the received signal y. The MMSE receiver is a linear transformation represented by the N -by- T matrix W.  The linear transformation minimizes the mean squared error between its output 
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and the data vector 
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. The matrix W is given by:
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In general, the matrix W is dependent on the estimated channel coefficients; however, we assume throughout this paper that the receivers perform perfect channel estimation. Because of the matrix identity term in 
(5)

, the matrix inverse always exists even if  GOTOBUTTON ZEqnNum610668  \* MERGEFORMAT .  Writing the matrices W and H in terms of their column vectors, 
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, the MMSE output corresponding to the tth transmit antenna 
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, for t = 1 … T. The MMSE output consists of the desired signal for the tth antenna plus spatial interference from the other antennas and colored additive noise. The spatial interference is due to the fact that the data signals on each of the transmit antennas share the same frequency resources. The SINR for the tth antenna at the MMSE output is:
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Note that we have assumed that the transmit power is divided equally among the T active antennas. The achievable rate for each antenna is determined according to the SINR in 
(6)

. Assuming that state-of-the-art modulation and coding is used for each of the T data substreams, the achievable rate for a given SINR at 1% frame error rate is well-approximated by the Shannon bound with some performance gap that is dependent on the rate [2]. In other words, the required SINR (given in dB) to achieve rate  GOTOBUTTON ZEqnNum981837  \* MERGEFORMAT (in bits per second per Hertz) is
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where g(R) is the gap in dB. Table 2 shows the required SINR for each of the modulation and coding schemes with their associated rates and performance gaps.

	R (bps/Hz)
	g(R) (dB)
	SINR(dB)

	0
	-inf
	-inf

	1/32
	3
	-13.6

	1/16
	3
	-10.5

	1/8
	3
	-7.43

	1/4
	3
	-4.23

	1/2
	3
	-0.83

	3/4
	3
	1.34

	1
	3
	3.00

	1.5
	3
	5.62

	2
	3
	7.77

	3
	4
	12.5

	4
	5
	16.7



Table 2. Achievable rates and required SINR

Under PARC, the data rate of each antenna can be individually adjusted, and there is the option of not transmitting at all from an antenna. Therefore there are 
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 on/off transmission options to consider (the “all off” option is not considered). For each option, we compute the output SINR according to (6)

 for each active antenna and take the sum over all active antennas to determine the total rate. For example, if M = 2, the transmission options are to transmit only with antenna 1, transmit only with antenna 2, or transmit with both antennas. For each option, we compute the SINR and determine the achievable rate for each active antenna. These values are shown in the second and third columns of Table 3. The total rate for each option is computed by summing the individual antenna rates. Note that the achievable rates given in Table 2 assume that the entire bandwidth is used. The simulation procedure for a system with M transmit and N receive antennas can be summarized in the following steps.

1. Generate a geometry realization  according to (3)

.

2. Generate a random channel realization H.
3. For each of the 2M-1 transmission options, compute the SINR from (6)

 for each active antenna and determine its corresponding achievable rate according to Table 2. Then compute the total achievable rate.

4. Choose the maximum achievable rate among the transmission options. 

Using this methodology is equivalent to a round-robin scheduled system with many users, each with an infinite data buffer.

3 Simulation Results

The CDF of achievable rates for an (M,N) architecture (M is the number of transmit antennas, N is the number receive antennas per terminal) for systems A, B, and C are shown in Figures 3, 4, and 5 respectively. We note that in the simulation methodology, the achievable rate for a given SINR and channel realization considers all possible rates for each antenna (except for the all-zero case). For M antennas, there are a total of 12M-1 possible rates. Therefore the number of bits required to feed back the rate selection on the uplink is log2( 12M-1 ). In practice, the number of bits allocated for rate selection would be fewer, hence the CDF in Figure 1 is optimistic with respect to this assumption. The CDF is also optimistic since error-free feedback and perfect channel estimation were assumed. Also, the i.i.d. channel assumption makes the results optimistic compared to a channel with spatial correlation. The simulation assumptions are summarized in Table 3 below.

	Spatial multiplexing mode
	PARC

	Scheduler
	Round robin

	Data buffer model
	infinite data 

	Channel estimation
	Ideal

	CQI feedback
	Ideal, 

12 rate options per stream

	Spatial channel model
	i.i.d.

	Receiver type
	MMSE

	In-band overhead factor fi
	0.2

	Orthogonal overhead factor fo
	0.2


Table 3. Simulation assumptions

The peak rate can be extracted from the rate CDF curves by taking the 95% points. Likewise, the cell edge rates can be taken from the 5% points. These statistics, along with the mean rate are shown in Figure 6. Note that in this figure, we have accounted for the orthogonal overhead factor
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 which accounts for the cyclic prefix and guard band fraction.  Therefore only a fraction (1-
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) of the bandwidth is used for data, the actual total rate is reduced by a factor of 
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. We assume that 
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=0.2. For example, the 95% point for the (1,2) configuration for System A in Figure 3 is 3bps/Hz. Therefore the peak rate is (1-0.2)*3 = 2.4bps/Hz which is shown in the leftmost bar in Figure 6.

We now consider each of  LTE downlink performance requirements given in [1] specifically. They can be summarized as follows:

1. Peak rate of 5 bps/Hz

2. Cell edge throughput of 2-3 times R6 HSDPA using an enhanced UE with 2 antennas

3. Average throughput of 3-4 times R6 HSDPA using an enhanced UE with 2 antennas

where the R6 baseline uses a single transmit antenna and an enhanced UE with 2 antennas. Note that the comparisons relative to R6 are independent of the orthogonal overhead factor since (1-
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) is a common multiplicative factor that gets cancelled. 

Peak rate 

From Figure 6, we see that a peak rate of only 3.2bps/Hz can be achieved using (2,2) in a fully loaded cellular network (system A). In this environment, we require (4,4) in order to achieve the peak rate target of 5bps/Hz. For system B, the peak rate target can be achieved using either (2,4) or (4,4), and for System C, the peak rate can be achieved with (2,2), (2,4), or (4,4). The configurations that achieve the performance targets are highlighted with an asterisk.
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Figure 3. CDF of spectral efficiency for System A (no orthogonal overhead)
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Figure 4. CDF of spectral efficiency for System B (no orthogonal overhead)
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Figure 5. CDF of spectral efficiency for System C (no orthogonal overhead)
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Figure 6. Peak rate, mean rate, and cell edge rate performance metrics 
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Figure 7. Gain with respect to (1,2), spatial multiplexing only.
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Figure 8. Gain in mean rate with respect to (1,2), 3 sectors per NodeB, using SDMA.

Cell edge throughput

We assume that the R6 HSDPA system is represented by the (1,2) antenna configuration, and we show the gains of each metric with respect to this baseline in Figure 7. The antenna configurations that achieve the cell edge throughput performance metric are highlighted with an asterisk. Note that while both the (2,4) and (4,4) configurations for System A meet the cell edge requirement, only the (4,4) configuration meets both the peak rate and cell edge requirement. For Systems B and C, only (2,4) and (4,4) meet both requirements. Note that none of the (2,2) systems fulfilll both the peak rate and cell edge requirements.

Average throughput

In Figure 7, none of the systems fulfills the average throughput (i.e., mean rate) requirement of 3-4 gain over (1,2) throughput. We know that SDMA, for example using sectorization, is much more effective for increasing the average throughput for a given number of antennas per NodeB [2]. In Figure 8, we consider the option of using 6 sectors per Node B for systems A and B. (System C is not shown because it uses a single sector per Node B.) Figure 8 shows the gain in average throughput with respect to the (1,2) baseline with 3 sectors per NodeB. We assume that the average throughput gain in going from a 3-sector NodeB with M antennas per sector to a 6-sector NodeB with M antennas per sector is 1.8 [5]. Therefore the gain of the (1,2) configuration with 6 sectors is 1.8. The gain of the (1,4) configuration with 6 sectors is 1.8 times the (1,4) gain with 3 sectors which is not shown in Figure 7. Using 6 sectors, the (2,4) configurations in each of the 2 system environments meets the average throughput performance target. However, only the (2,4) configurations for System B meets all three performance targets. Note that with 6 sectors, the intersector interference would increase, but we assume that the cell edge and peak rates are not affected.
4 Conclusions

We consider the performance of various LTE antenna configurations under ideal assumptions. The (2,4) antenna configuration with 6 sectors per NodeB meets all three performance targets under systems B (isolated cell). Under this configuration, there are a total of 12 NodeB antennas, and each sector can perform spatial multiplexing with up to two streams. The fully loaded system A could not meet all three targets for any of the antenna or sectorization configurations considered.  Also, none of the (2,2) configurations under any system could meet all three targets.

5 References

[1] 3GPP TR25.913 V2.1.0, Requirements for Evolved UTRA and Evolved UTRAN.

[2] Lucent, R1-050920, Fundamental Simulated Downlink Capacity with Multiple Antennas. 
[3] 3GPP TR 25.814 V1.2.2, “Physical Layer Aspects for Evolved UTRA (Release 7),” March 2006.

[4] Lucent, R1-010879, Increasing MIMO throughput with per-antenna rate control.

[5] Motorola, R1-030556, A comparison of ideal relative data throuhgput of MIMO and Release 5.











































*





*





*





*





*





*





*





*





*





*





*





*





*





*





*





*





System C





System B





System A





System C





System B





System A





System C





System B





System A





                (1,2)  (1,2)  (1,4)  (2,4)           (1,2)   (1,2)   (1,4)   (2,4)  	      � #sectors    3        6         6        6                3        6         6        6              





 (1,2)  (2,2)  (2,4)  (4,4)           (1,2)   (2,2)   (2,4)   (4,4)  	        (1,2)   (2,2)   (2,4)   (4,4)





 (1,2)  (2,2)  (2,4)  (4,4)           (1,2)   (2,2)   (2,4)   (4,4)  	        (1,2)   (2,2)   (2,4)   (4,4)








1

_1207723206.unknown

_1207724191.unknown

_1207724867.unknown

_1207725451.unknown

_1207946637.unknown

_1208008879.doc






System A























System C







System B












_1207946296.unknown

_1207946349.unknown

_1207725697.unknown

_1207725436.unknown

_1207724197.unknown

_1207724202.unknown

_1207724208.unknown

_1207724303.unknown

_1207724206.unknown

_1207724200.unknown

_1207724195.unknown

_1207723215.unknown

_1207724187.unknown

_1207724189.unknown

_1207724184.unknown

_1207723210.unknown

_1207723213.unknown

_1207723208.unknown

_1207722918.unknown

_1207722923.unknown

_1207722925.unknown

_1207722920.unknown

_1207722913.unknown

_1207722916.unknown

_1207722822.unknown

