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1 Introduction

Section 7.1.3 of the TR25.814 [1] lists various example techniques that can be considered for reducing CQI feedback including
1. Feedback information from the strongest CQI bands

2. Differential feedback information

3. Bitmap techniques indicating which bands reflect a reported CQI value

4. Hierarchical tree structure based approaches

5. Transform techniques to approximate frequency selective profile (e.g. DCT)

In [2] we have addressed transform techniques (item 5) and illustrated that the system performance is typically inferior to the top-M reporting scheme (item 1). Now, in this contribution, we show that the techniques in items 1,3 and 4 can be unified through an efficient labelling algorithm that assigns a unique label to each relevant set of subbands. 
In general, the efficient labelling rule described here allows the UE to determine which set of subbands it will report, in any given reporting instant. Alternatively, it could be used in a scheme where this number follows a predefined sequence of values. This set may be the set of best subbands (item 1, see [2], [3]), any arbitrary set of subband (item 3, see [4]) or a subset of subbands determined by a hierarchical structure (item 3, see [4]). This freedom of the UE (similar to what we have also advocated in [3]) gives the scheme flexibility combined with bandwidth efficiency.
Section 2 describes how the unification of techniques 1,3 and 4 is accomplished. Section 3 addresses the signalling load. Section 4 show some simulations results showing why it is advantageous to have the UE  determine the number of subbands for technique 1. Finally, Section 5 summarizes the conclusions. A companion document [5] contains a text proposal for Section 7.1.3 of [1].
2 Unification of CQI reporting schemes 1,3 and 4
In this section we describe how the techniques in items 1,3 and 4 can be unified through an efficient labelling algorithm that assigns a unique label to each relevant set of subbands. The first observation is that each of these techniques indicates a set of CQI subbands for which the transmitted CQI-value is applicable. In technique 1, this set consists of the strongest subbands. Technique 3 is stated in the most general form in the sense that any set can be indicated. Finally, in technique 4 the set of subbands is taken from a certain collection of subband-sets that form a hierarchical structure.
So, each of the techniques 1,3 and 4 transmit a label, uniquely indicating a subset of CQI-bands, and a CQI value. Perhaps the most straightforward way to transmit such a label is through a bitmap (technique 3). However, this is not very efficient since it requires N bits, where N is the total number of CQI-bands. 
The actual total number of possible subsets is 
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where the set M contains the allowed numbers of CQI-bands in the reported subsets. The total number of allowed subsets is in general much smaller than 2N and can thus be signalled with fewer than N bits, as we have indicated in earlier contributions.

Appendix A describes a labelling scheme related to the combinatorial number system [6] and to lexicographic ordering of combinatorial configurations [7], that uniquely ties a subset of allowed size 
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 to a label r. The set M is predefined and known to both the UE and the NodeB. With this labelling scheme the label r can be transferred to the Node B using
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bits, the most efficient way to label all the allowed subsets. The main purpose of this scheme here is to show the existence of such a labelling scheme and thus, that unification of the techniques 1,3 and 4 is possible. However, the scheme in Appendix A is also optimally efficient in the sense that all the allowed subsets determined by the set M cannot be labelled uniquely with less signalling bits.

The labelling scheme unifies the techniques 1,3 and 4 solely through the choice of the set M. The following illustrates this.
1. Bitmap schemes (technique 3)
This is the general case where any choice of Q sub-bands is allowed. The sub-bands do not necessarily have to be the best subbands, the only restriction is that the number of reported subbands 
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. The labelling rule reduces the number of signalled bits from N to 
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2. Hierarchical schemes (technique 4)
Here, the choice of the set M is such that the hierarchical structure describes in [4] is accommodated for. For instance, 
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 (N=12) will allow the transmission of CQI values for the hierarchical structure in Figure 1 (from [4]). The label r can be represented with 
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 bits and allows for many more configurations than the ones shown in Figure 1 (all sets containing 2 and 4 subbands have a label).
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Figure 1: Hierarchical Structure for CQI feedback
Each reporting instant the CQI value for one of the allowed subsets is reported and the NodeB reconstruction process as described in [4] is accommodated for.
3. The best-Q reporting scheme (technique 1)
In the Best-Q scheme the UE determines (at each reporting instant) its best Q subbands. The value of Q is taken from the set M of allowed values. The actual choice of Q is thus done by the UE. The next section provides motivation why the UE should have some freedom deciding the number of reported CQI-subbands. 

3 Feedback signalling load

The signalling load of the scheme is given by (1). Depending on the choice of the set M, the scheme provides more or less load in the uplink. Only when we choose M={1,2,…,N}, that is all subsets are allowed to be reported, Ntot=2N and the bitmap is the most efficient labelling scheme. In other cases, the choice of the set M generally limits the number of feedback bits. Typically, when the number of allowed  subsets (determined by M) falls below 2N-1, signalling bits are saved. The following compares the signalling load for some choices of the set M. The actual choice of the set M is for further study.
Table 1 shows this value for all the subband scenarios and all the choices where the set M in (1) contains only one allowed value 
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Table 1: Number of bits per CQI report to represent the label L
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	Number of reported subbands Q  (Q<=N/3)

	
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16

	bandwidth
	1.25MHz
	2
	--
	--
	--
	--
	--
	--
	--
	--
	--
	--
	--
	--
	--
	--
	--

	
	2.5MHz
	3
	4
	--
	--
	--
	--
	--
	--
	--
	--
	--
	--
	--
	--
	--
	--

	
	5MHz
	4
	7
	8
	9
	--
	--
	--
	--
	--
	--
	--
	--
	--
	--
	--
	--

	
	10MHz
	5
	9
	11
	14
	16
	18
	19
	20
	--
	--
	--
	--
	--
	--
	--
	--

	
	15MHz
	6
	10
	13
	16
	19
	21
	23
	25
	27
	28
	30
	31
	--
	--
	--
	--

	
	20MHz
	6
	11
	15
	18
	21
	24
	27
	29
	31
	33
	35
	37
	38
	39
	40
	42


For example, in the 10MHz bandwidth mode (N=24), there are 42504 different ways to choose Q=5 subbands (for the choice of M={5} in (1)). This collection of sets of sub-bands can be labelled with 16 bits (see Table 1, the red-coloured entry). 

The general case where the set M contains more than one value does not cost many more signalling bits than the ones listed in Table 1 because of the non-linear rounding operator in (1). Table 2 shows the extra cost in bits for all the subband scenarios for the example case where I contains all the choices of M where 
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 compared to the set M containing only the value 
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. The additional signalling cost of this scheme compared to a fixed scheme is either 0 or 1 bit (compare with Table 1).

Table 2: Number of bits per CQI report to represent the label r in the example scheme
	bandwidth
	set M of allowed values of Q
	# bits
	# extra bits compared to Table 1 (blue entries)
	spectral load

[bits/s/Hz]

	1.25MHz
	{1}
	2
	0
	0.0032

	2.5MHz
	{1,2}
	5
	1
	0.0040

	5MHz
	{1,…,4}
	10
	1
	0.0040

	10MHz
	{1,…,8}
	21
	1
	0.0042

	15MHz
	{1,…,12}
	32
	1
	0.0043

	20MHz
	{1,…,16}
	42
	0
	0.0042


4 Simulations results for technique 1
The choice of the elements of M is not obvious. If M contains only one fixed value the choice of this value may benefit certain users while other users would perform better for different choices of M. The following simulation results,
earlier presented in [3] illustrate this.

In Figure 2, results from a simulation run of the 10MHz-mode system (24 subbands) for various choices of the number Q of reported subsets are shown (simulations assumptions in Appendix B). The sector throughput and some of the x-percentile user throughputs are shown as a function of Q. The best choice of Q for a certain user depends on its channel quality relative to other users and on the number of users in the system. The 5th percentile user in a system with 10 users, for instance, will receive best throughput when it reports only its 2 best subbands. Similarly, the 90 th percentile user in a system with 5 users will perform best when it reports at least 12 bands. Furthermore, note that these simulations are performed for the Typical Urban channel model. Other channel models may yield yet other optimal values for Q.
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Figure 2: Normalized sector throughputs and x-percentile throughputs as a function of the number of reported subbands and a reference scenario (full report). System with 2 users (top left), 5 users (top right) and 10 users (bottom).

The above examples serve as support for the claim that a performance loss (of over 5% sector throughput and up to 50% for the 50th percentile user) can be the result of an inappropriate choice of a fixed Q. Therefore a scheme where several number of subbands are allowed (the set M contains several values) and where the UE at each reporting time instant determines this number is desired. 

As an example, the UE may choose to report a number of subbands equal to the average number of assigned subbands in recent downlink transmissions (it is likely that a number of subbands close to this number is assigned in a next subframe again) or depending on its average SNR in the downlink (a low SNR indicates the UE belongs to the lower percentile and should report fewer subbands). Based on the simulation results in Figure 2, typically a UE could estimate the strength of the competition and decide on set of subbands it reports, accordingly. 

5 Conclusions

A labelling rule that ties each relevant set of CQI-bands to a unique label unifies the techniques 1,3, and 4 above. Such a labelling rule based on, for example, the combinatorial number system allows for flexible CQI reporting schemes with optimal feedback reduction. It can be combined with time-differential feedback (technique 2) and, furthermore, CQI reports for the whole bandwidth or for narrrow bands are accommodated in a single reporting mechanism.
6 Appendix A: Labelling rule for CQI subband identification

Denote the total number of subbands by N (indices of which range from 1 to N) and the set of allowed number of subbands by 
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6.1 Labelling at the UE

The mapper takes the sorted set of Q subband indices 
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) and computes the unique label r representing these indices, by
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where j is the index of the element in M for which  
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6.2 Reconstruction at the NodeB
The de-mapper re-generates the set of indices 
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 from the received label r.
Step 1

j is given as the largest integer such that 
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Step 2

Given j and 
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 from Step 1, set Q=mj and the indices 
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Appendix B: simulation assumptions and results
The simulations results presented in Section 2 have been acquired in close compliance with the system simulation assumptions in annex A.2.1 in [1]. Table 3 summarizes these.

Table 3: Simulation parameters for Case 1 as in [1], table A.2.1.1-1

	Parameter description
	Value

	Cellular Layout
	Hexagonal grid, 19 sites, 3 sectors per site

	Inter-site distance
	500 m

	Carrier frequency
	2.0 GHz

	Bandwidth
	10 MHz

	Link mapping / metric


	No metric / link embedded in system simulator

	Node B
	Total available power
	20 W

	
	Power assigned to pilot/data
	2 W / up to 18W 

	
	Number of TX antennas 
	1

	
	Antenna gain plus cable loss
	14 dBi

	
	Antenna pattern
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	Propagation
	Path loss
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	Slow fading
	Standard deviation 
	8 dB

	
	
	Correlation between sites
	0.5

	
	Fast fading
	Typical urban 6-tap model, 3 km/h

	
	Penetration loss
	20 dB

	
	Interference
	white 

	UE
	Thermal noise
	Power density -173.9 dBm/Hz in 10MHz

	
	UE noise figure
	9 dB

	
	Antenna pattern
	0 dBi

	
	Number of RX-antennas
	2 (RX diversity)

	
	Channel estimation
	Ideal

	
	H-ARQ processing
	Chase combining

	
	Turbo decoder
	Max-log MAP with up to 8 iterations

	H-ARQ
	Traffic model
	Full queue 

	
	Number of processes
	6

	
	Delay from CQI-report to 1st transmission
	3 TTIs or 1.5 ms

	
	Time between retransmissions
	6 TTIs or 3 ms

	
	Maximum number of transmissions
	1 initial transmission + 3 re-transmissions

	Scheduler
	Transport formats
	Any MCS with 0.1 < MODrate x CODrate < 4.5

	
	User traffic multiplexing
	localized subbands, scheduled each TTI

	
	Scheduler
	Proportionally Fair


In our simulations the choice of CQI-measure is the generalized average SNR value
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  where 
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