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1 Introduction

The technical report TR25.814 [1] states in sections 7.1.1.3 and 9.1.1.3 that " Current assumption for the study-item evaluations should be that channel coding for “normal” data [Layer 3 information] is based on UTRA release 6 Turbo coding, possibly extended to lower rates by extension with additional code polynomials, extended longer code blocks, and modified by the removal of the tail. However, the use of alternative FEC encoding schemes could also be considered, especially if significant benefits in terms of complexity and/or performance can be shown". 
In RAN 1 #43, we presented in [2] a slightly modified Turbo Code to enable the coding scheme to meet the requirements in terms of throughput. Nevertheless, if we authorize larger modifications to the turbo coding scheme, furter performance improvements can be achieved. 

With this contribution we propose a specific class of Turbo Codes, based on quaternary circular recursive systematic convolutional codes. These advanced error correcting codes have several advantages over their binary counterparts, which will be described in this contribution. 
This turbo coding scheme is one of the multiple options of the upcoming IEEE 802.16e-2005 standard, and has been mandated by WiMAX Forum in the mobile WiMAX profile: mobile WiMAX devices will have to support this coding scheme.

2 Duo-Binary Turbo Codes
2.1 General description

Duo-Binary Turbo Codes belong to a new class of convolutional Turbo Codes, introduced in [3][4] and generalized in [5]. These turbo codes mainly differ from the classical binary convolutional turbo codes by their constituent codes: instead of binary circular recursive systematic constituent (CRSC) codes, they are based on m-ary RSC codes. In the case of m = 2, quaternary CRSC codes are employed (i.e. information bits are encoded by couples and not individually as in the classical approach) and the resulting turbo code is labelled Duo-Binary Turbo Code. 
The structure of a Duo-Binary Turbo Encoder, based on 8-state constituent CRSC codes, is depicted on Figure 2‑1. 
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Figure 2‑1: Structure of the Duo-Binary Turbo Encoder
Inputs A and B correspond to the couples of information to be encoded. The polynomials, which shall be used for the connections, are described in octal and symbolic notations as follows:

· for the feedback branch: 15 (in octal), equivalently 1+D+D3 (in symbolic notation);

· for the Y1 and Y2 parity bits, 13, equivalently 1+D2+D3; 

The input A shall be connected to tap “1” of the shift register and the input “B” shall be connected to the input taps “1”, D and D2. 
The natural coding rate of this turbo encoder is ½. Different coding rates can be obtained though puncturing patterns applied to the parity bits. Possible puncturing patterns are specified in Table 1.
	Code Rate
	Puncturing vector

	1/2
	Y = [1 1 1 1 1 1]

	2/3
	Y = [1 0 1 0 1 0]

	3/4
	Y = [1 0 0 1 0 0]

	5/6
	Y = [1 0 0 0 0]


Table 1: Puncturing patterns for turbo codes (“1”=keep, “0”=delete)

2.2 Internal Interleaver
Permutations from the classes of Almost Regular Permutations, already presented in [2] and detailed in [6], are particularly appropriate for the internal interleaving of Turbo Codes.

The proposed permutation proposed is similar to the interleaving already specified into several standards:  IEEE 802.16 [7], DVB-RCS [8] and DVB-RCT [9]. The function ((j) gives the natural address i of the considered couple, when reading it at place j for the second encoding. This algorithmic interleaver is defined only through one equation and four parameters P0, P1, P2 and P3: 

· Set the permutation parameters P0, P1, P2 and P3.

For MPEG2-TS packet size (188 bytes): P0 = 19, P1 = 376, P2 = 224 and P3 = 600.

· j = 0,… Kc-1 (Kc =K/2 is the number of information data couples).

· level 1


if j mod. 2 = 0, let (A,B) = (B,A) (invert the couple)

· level 2

· if j mod. 4 = 0, then P = 0;

· if j mod. 4 = 1, then P = Kc /2 + P1;

· if j mod. 4 = 2, then P = P2;

· if j mod. 4 = 3, then P = Kc /2 + P3.

· i = ((j) = P0*j + P + 1 mod. Kc
The internal interleaver of the Duo-Binary Turbo Code takes advantage of the particularity of these Turbo Codes, i.e. the double-binary input, to improve the design of the permutation.  Interleaving is performed on two levels:
· Intra-couple permutation (level 1), performed inside couples: for a predetermined set of couples, the pairs of bits are switched. This permutation is usually performed either on all even couples or on all odd couples.

· Inter-couple permutation (level 2), performed between couples: similarly to the bit interleaving in a classical turbo code, the couples are interleaved.

This two-fold permutation improves performance as it instils some irregularity and disorder in the interleaving process, thanks to the intra-couple switching applied to a part of the couples.

2.3 Advantages over Binary Turbo Codes 
Duo-Binary Turbo Codes benefit from several advantages over the binary Turbo Codes:

· Their main characteristic is their double-binary input. As the corresponding trellis has shorter path competitions than the binary trellis, the error packets after decoding are shorter, leading to faster convergence in the iterative decoding process. Furthermore, as the decoder outputs two decisions per clock period, the complexity and latency per decoded bit is significantly reduced (see section 3). 

· Due to the use of CRSC codes as constituent codes, the RSC encoder is initialized to a circulation state and retrieves this initial circulation state at the end of encoding operation, and consequently no tail bits are required to close the trellis.
· Asymptotic performances are improved thanks to the two-level permutation, performed on the couples of information bits. Indeed, some disorder is introduced in the classical regular permutation (i.e. permutation of the couples of bits) by performing an additional stage (periodical permutation inside the couples of bits). Large minimum distances result from this operation.
· Duo-Binary Turbo Codes are highly flexible, as they can be adjusted easily to different blocksizes. The algorithmic permutation is defined through only one equation and 4 parameters, as described in section 2.2, and only these 4 values will change from one blocksize to another. Duo-Binary Turbo Codes can therefore be defined for a braod range of blocksizes with minimal storage requirements.
· These Turbo Codes exhibit an improved robustness compared to binary Turbo Codes. They are less sensitive to puncturing patterns, because their natural coding rates is ½, instead of 1/3 in the binary case.  
3 Complexity
One of the benefits of Duo-Binary Turbo Codes is the reduction of the path error density in the trellis, and therefore an 8-state Duo-Binary Turbo Code carries out better performance than an 8-state binary one. Straightforwardly, the complexity of a duo-binary decoder is higher, especially because the duo-binary encoding trellis contains twice more paths.

A comparison has been performed between two 8-state encoders/decoders: the duo-binary Turbo Codes introduced in section 2, and the Rel. 6 binary Turbo Code. This comparison is based on a "raw evaluation" of the necessary hardware to decode the encoded data in the simplest way in both cases. 
This raw comparison supposes that the data path width is the same in both cases. It does not include the necessary scheduling hardware for global processing and interleaving/de-interleaving addresses calculation, which are supposed to be rather equivalent. 

The figures in the table hereafter demonstrate the complexity of an elementary module, and do not refer to any kind of data rate or technology performance. To get a full working decoder assuming a specific data rate, pieces of hardware have to be duplicated, parallelism introduced, and/or a re-use factor may be used for some modules. 
	Study case: 

(54 bytes, rate ½)

	Binary
	Duo-binary
	Ratio

	Gate count
	13100
	24100
	+  80%

	Memory (bits)
	29000
	40088
	+  38%

	Silicon area (0.13 um)
	0.23 mm²
	0.36 mm²
	+  50%

	Decoded bit per clock cycle
	1
	2
	+ 100%

	Complexity per decoded bit
(constant clock rate)
	1
	0.78
	- 22%


Table 2: Complexity comparison
Comments

· In a first approach, the complexity of an 8 states duo-binary turbo-decoder is about 50% higher than the one of a simple binary decoder.

· But, using the same computing clock, a duo-binary decoder processes the data by pairs, and outputs 2 decision data at each cycle. Therefore, using the same clock, a duo-binary turbo-decoder achieves twice the throughput of a binary decoder with only 50% hardware more.
· In the same clock condition and throughput requirements, the hardware of a binary decoder should be duplicated. And then, referring to the complexity per decoded bit, a duo-binary decoder is about 22% less complex than a binary decoder
4 Performance

Performance of the Duo-Binary Turbo Codes was assessed through simulations and compared to Rel. 6 Turbo Code in similar conditions.  A set of block sizes was selected and employed for the simulations, and are listed in Table 3.
	Encoded Block Size N
	Rate
	Information Block Size K

	288
	1/2
	144

	
	3/4
	216

	864
	1/2
	432

	
	3/4
	648

	1440
	1/2
	720

	
	3/4
	1080

	2880
	1/2
	1440

	
	3/4
	2160


Table 3: Block Sizes considered for the simulations

These block sizes have been chosen such that they are as close as possible of the size of a chunk, as defined in contribution [10]. The smallest block size is close to the size of one chunk, as defined in [10], and the other blocksizes (N=864, 1440, 2880) are multiples of this smallest block size.
The Turbo Codes were both simulated both on AWGN. 

[image: image2.jpg]10”

10

10°

4

Performance comparison of Duo-Binary TC and Binary (Rel. 6) TC for blocksize N=288, AWGN

T

T

T )
Duo-Binary TC, R=1/2
Binary TC, R=1/2

Duo-Binary TC, R=3/4
Binary TC, R=3/4

0.5

25
Eb/No (dB)

45




Figure 4‑1: Comparison of Duo-Binary Turbo code and binary (Rel. 6) Turbo Code in Gaussian channel, for coded blocksize N=288 bits and coding rates ½ and ¾
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Figure 4‑2: Comparison of Duo-Binary Turbo code and binary (Rel. 6) Turbo Code in Gaussian channel, for coded blocksize N=288 bits and coding rates ½ and ¾
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Figure 4‑3: Comparison of Duo-Binary Turbo code and binary (Rel. 6) Turbo Code in Gaussian channel, for coded blocksize N=1440 bits and coding rates ½ and ¾
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Figure 4‑4: Comparison of Duo-Binary Turbo code and binary (Rel. 6) Turbo Code in Gaussian channel, for coded blocksize N=2880bits and coding rates ½ and ¾
Duo-Binary Turbo Codes exhibit better performance than the binary Turbo Codes for all blocksizes and coding rates. At PER=10-3, performance is improved by 0.2 to 0.3 dB in the case of coding rate ½, and by more than 0.5 dB in the case of coding rate ¾.  

5 Conclusion

In this contribution, we have introduced a specific class of Turbo Codes, the Duo-Binary Turbo Codes, and have shown their complexity and performance advantages over the binary Turbo Codes. Indeed, the complexity per decoded bit is reduced by 22 % with the Duo-Binary Turbo Code, while they exhibit performance improvements in all cases. The design of the internal interleaver of these Turbo Codes enables parallelization of the implementation and a high granularity in the range of blocksizes. Furthermore, these Turbo Codes has already been introduced into several standards/systems. Therefore, we propose to consider Duo-Binary Turbo Codes as a possible coding scheme for LTE systems. We propose to take into account these remarks by including a section on these modifications in section 7.1.1.3 and 9.1.1.3 of [1], see the text proposal below.

----------------------------------------- Start of Text Proposal -----------------------------------------------------

7.1.1.3
Channel coding and physical channel mapping
Current assumption for the study-item evaluations should be that channel coding for “normal” data [Layer 3 information] is based on UTRA release 6 Turbo coding, possibly extended to lower rates by extension with additional code polynomials, extended longer code blocks, and modified by the removal of the tail. However, the use of alternative FEC encoding schemes could also be considered, especially if significant benefits in terms of complexity and/or performance can be shown. Duo-Binary Turbo Codes are a possible candidate since they provide a substantial improvement compared to their binary counterparts.
To achieve high processing gain, repetition coding can be used as a complement to FEC.

Channel coding for lower-layer control signaling is TBD.   

9.1.1.3
Channel coding and physical channel mapping
Similar to the downlink, the current assumption is that uplink channel coding for Layer 3 information is based on current UTRA release 6 Turbo coding, possibly extended to lower rates by the extension of additional code polynomials, extended to longer code blocks, and modified by the removal of the tail. However, also similar to the downlink, the use of alternative FEC encoding schemes could be considered if significant benefits in terms of complexity and performance could be shown. Duo-Binary Turbo Codes are a possible candidate since they provide a substantial improvement compared to their binary counterparts. 

To achieve high processing gain, repetition coding can be used as a complement to FEC.

Uplink channel coding for lower-layer control signaling is TBD.

------------------------------------------ End of Text Proposal -----------------------------------------------------
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