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Introduction

During the January RAN1 Ad-Hoc, we proposed a signalling concept for localised and distributed users that involved locating signalling at the same tones (within the first OFDM) symbol as the allocated resources (within the remaining OFDM symbols). In principle, such a scheme allows for blind detection not only of the allocated resources but also of the type of resource (localised, distributed; parameters of distributed allocation) and bandwidth of the resource. The blind detection is carried out by attempting to decode a number of potential signalling formats/locations and then checking the CRC to check whether information was indeed present. The use of the blind signalling detection enables an optimised signalling format that is power and bandwidth efficient. However, potentially such blind detection could represent a not insignificant complexity to the terminal, which has to decode the signalling in the minimum possible time in order to maintain low latency.

One method to overcome such an increase in decoding operations might be to give the user some a priori knowledge (such as whether the user is distributed or localised) to guide the signalling detection process.

However if convolutional decoding is used, there is the decoding can be carried out in a manner that allows for detection of multiple signalling formats without an increase in decoding complexity. This paper outlines how this might be achieved. The intention is to raise the possibility of being able to dynamically change the distribution of localised and distributed users without the need for higher layer signalling and with a relatively small complexity increase for the terminal.
DL Signalling proposal

The following paragraphs contain a summary of the proposal for DL signalling as presented in [1]. Distributed users may be distributed caross 1.25MHz or a larger bandwidth, according to the capabilities of the terminal and basestation. Regardless of the basestation bandwidth, though the same basic signalling format is used. The description in this paper concentrates on the case of a 1.25MHz system only; larger bandwidth systems may be efficiently accommodated and the interested reader is referred to [1].

Within a 1.25MHz subband, there exist 3*375kHz resource blocks. According to our proposal, each resource block can be dedicated to either localised or distributed users. For a 1.25MHz system, two configurations are possible for distributed channels, as follows:

(i) The first and third 1.25MHz resource blocks are dedicated for distributed users (the second resource block is allocated to a localised user)

(ii) All 3 1.25MHz blocks are dedicated to distributed users

We also propose that the virtual block size for a distributed user should be equivalent to that for a localised user; i.e. 375kHz or 25 tones. Thus configuration (i) can support 2 distributed users and configuration (ii) three such users. (Note that larger numbers of users with bandwidth >1.25MHz can be supported; see [1]).
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Figure 1 Allocation of resources to distributed users in scenario (i)
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Figure 2 Allocation of resources to distributed users in scenario (ii)

Figures 1 and 2 indicate how resources are allocated in each case. For case (i) Each  distributed user is assigned half of blocks 1 and 3. In case (ii), each distributed user is assigned 1/3 of each resource block. It should be noted that for the purposes of simplicity, these figures appear to allocate continuous tones within each resource block to each distributed user. However in reality this need not be the case and the tones for each user can be themselves distributed within the resource block.

In addition to the two possibilities for distributed users, it is also possible that the resource blocks can be allocated to localised users only.
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Figure 3 Allocation of resources to localised users

Signalling consists of a user identity together with auxiliary information, such as the number of consecutively assigned blocks or the duration of the resource allocation [1]. A user detects that he is allocated a resource by detecting his ID on the associated signalling.

It is proposed that the signalling to indicate allocation of a resource to a user is located in the first (or first+second) OFDM symbols at the same tones as the resource allocation. This has several advantages:

· Localised users have presumably been allocated resources at regions of the spectrum where they have good SIR, hence the signalling should also be efficient

· Distributed users signalling is also distributed

· There is no need for a user to be able to decode any more than his own signalling

· The location of the allocated resource is known from the location of the signalling and does not need to itself be signalled.

To detect signalling, the terminal must try hypothesis for where the allocation should be, decode the appropriate signalling and check the CRC (which will be masked by the user ID). In a 1.25MHz system the user will firstly try all 3 localised possibilities (i.e. the first set of 25 tones, then the second and then the last). If he does not detect his ID, he could then assume scenario 1 and decode the first halves of the resource blocks 1/3 (and check the CRC) followed by the second halves. If he still fails to find his ID, he could accumulate the tones of the first thirds of the three chunks and decode/check the CRC, followed by the other 1/3 chunks.

Decoding procedure

Assuming that the signalling is convolutionally encoded, the user can decode the signalling information in a manner that does not require a large amount of separate Viterbi decoding operations as described below:

A standard Viterbi decoding consists of 3 stages:

(i) Moving forward through the decoding Trellis, assuming that the stages of the trellis are labelelled s=1,2,…S, the optimal path up to stage S is calculated using the so-called “add/compare/select” procedure at each stage, s. The “add/compare/select” involves considering, for each of the possible states at stage s, each possible predecessor state at stage s-1, computing the encoder output and the hamming distance and for each possible state transition at stage s, choosing (and storing) the lowest distance predecessor state for each current state.

(ii) Moving backward through the trellis, looking up the recorded predecessor states in order to reconstruct the state sequence

(iii) Moving forward through the state sequence to determine the originally transmitted bitstream.

Most of the complexity of the algorithm is involved in stage (i). 

Now consider the case in which the signalling could be made up of either N bits from one chunk or N/2 bits from 2 chunks (i.e. two possible coding formats). For the first N/2 bits of the first chunk, the add/compare/select computations are duplicated between the two decoding runs. Thus it makes sense to carry out the computations only once, and store at stage s=N/2 the predecessor table and the accumulated metrics relating to all possible states of the coder at stage N/2.

In principle, the first decoding run could proceed by means of taking the remaining N/2 symbols of the chunk and starting with the accumulated metrics calculated for stage s/2. Similarly the second decoding run could continue by means of continuing with the N/2 symbols of the second chunk and starting with the accumulated metrics calculated at stage N/2 of the first chunk.

The terminal also needs to decode the second chunk and the second halves of the first and second chunk. Thus a more optimal procedure is firstly to calculate for the first and second chunks the lookup table and accumulated metrics up to s/2. Following this, a set of accumulated metrics and predecessor tables should be calculated for the second halves of the chunks. However these should be calculated for each possible starting state at s/2.

For the first chunk, the accumulated metrics for the first s/2 stages can be combined with each of the accumulated metrics and predecessor tables for each possible state at stage s/2, and the lowest accumulated metric path chosen. Similar computations can be carried out for decoding the second chunk, and when decoding half chunks (e.g. first half chunk of both chunks).

A similar procedure can be applied when chunks are split into thirds. The general procedure is that a set of preceding state tables corresponding to each possible state and a set of accumulated metric is stored at each point at which a chunk can be broken up. In this way, the add/compare/select needs only to be carried out once for each data symbol, regardless of the number of different decoding configurations.

Potentially, storage can become an issue, in particular if 3 chunks are involved. The intermediate (i.e.) second component of each decoding requires predecessor tables to be stored for every combination of start and end state of the 1/3 chunk; if there are 256 states this would imply 65536 tables. To alleviate this issue, the decoding can be done in a predefined order such that information on the most likely intermediate states can be used to reduce the storage space. For example, if firstly the first 1/3 chunk is processed, then the first 2 -4 most likely states can be considered only when creating the feedback tables for the second third chunk of the first chunk or the first third chunk of the second chunk. In this way, increases in storage can be kept small.

The following three diagrams relate to the case in which signalling in chunks 1 and 3 is to be detected. The signalling can be entirely located in chunk 1, entirely located in chunk 3, located in the first half of chunk 1 and the first half of chunk 3 or the last half of chunk 1 and the last half of chunk 3.
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Figure 4   The Add/Compare/Select is used to build up predecessor tables and accumulated metrics for half chunks. For the first half chunk, 1 predecessor table is required and accumulated metrics for all possible states at stage S/2. For the second half of the first chunk, predecessor tables are required for all possible starting states and accumulated metrics for all possible end states, considering starting state 0.  For the first half chunk of the third chunk, Predecessor tables are required for all possible starting staes considering end state 0, and all possible end states considering start state 0. For second half of the third chunk, predecessor tables are required for all possible start states considering end state 0.
Note that the amount of storage required is 6*N predecessor tables/accumulated metrics where N is the number of states. The storage can be reduced by evaluating firstly stage 1, then passing information on the likely states S/2 to stages 2 and 3, to eliminate unlikely intermediate states.
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Figure 5 To decode the first chunk, the accumulated metrics information from the two half chunks is combined to find the optimal intermediate state. The appropriate predecessor table for the second half chunk is then combined with that for the first half chunk to yield a complete state sequence
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Figure 6 To decode the first half of chunks 1 and 3, the accumulated metrics information from the two half chunks is combined to find the optimal intermediate state. The appropriate predecessor table for the second half chunk is then combined with that for the first half chunk to yield a complete state sequence

Conclusion

A method for multiplexing downlink resources and signalling resource allocations has been presented. It has been demonstrated that the proposed method allows for flexible allocation of localised and distributed resources, whilst providing bandwidth efficient signalling and not requiring a large degree of terminal complexity. The performance of the proposed multiplexing of distributed users has been shown to be almost equivalent to other schemes in 0.
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