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1. Introduction.
Improvement of coverage and throughput in the areas near the cell edge is one of the important technical issues for the evolved UTRAN. Some companies have suggested the use of low rate codes for this issue [1][2][3]. 

In the existing UTRA system a bit repetition scheme is used to achieve coding rates of lower than 1/3 and this has been suggested in TR25.814 as a method of achieving higher processing gain.  

At the RAN#43 meeting in Seoul, we proposed an alternative method to the conventional repetition scheme, of applying the technique of “Shortened codes [4]” to the existing UTRA R=1/3 turbo code, in order to achieve coding rates of less than 1/3 [5]. We showed link-level simulation results assuming ideal channel estimation and no receive antenna diversity compared to a repetition method.
In this contribution, new link-level simulation results are provided which consider non-ideal channel estimation and receive antenna diversity. The simulation results show the performance gain of the proposed method over the repetition method is about 0.2 to 0.5 dB for coding rates of between 1/7 and 1/5.
Proposed text changes to TR25.814 are suggested.

2. Overview.
The proposed method applies the “shortened code” technique to the existing UTRA R=1/3 turbo coding scheme; reusing the current turbo encoder and decoder. The main change is the insertion of temporary bits into the source data stream. These temporary bits play a key role in the decoding process. 

Figure 1 shows a simplified block diagram of a system employing the “shortened code” concept.

1[image: image1.emf]UTRA R=1/3

Turbo encoder

Removal of

temporary bit

Insertion of

temporary bit

Interleaver

encoder

#1

encoder

#2

information

bit

temporary bit

systematic bit

parity bit #1

parity bit #2

Insertion of

temporary bit

Removal of

temporary

bit

paths

systematic bit

UTRA R=1/3

Turbo decoder

parity bit #1

parity bit #2

temporary bit

MAP

Decoder#1

MAP

Decoder#2

Interleaver/

DeInterleaver

decoded bit

Figure  - Simplified block diagram of the “shortened code” concept.
Prior to the turbo encoding process a predetermined number of temporary bits are inserted into every information bit sequence; after the turbo encoding these inserted temporary bits are removed from the systematic bit sequence output from the encoder. The generated output is a shortened code of the UTRA R=1/3 turbo code. The value of each temporary bit can be arbitrarily set as it makes no difference to the channel coding gain regardless of the set value; for simplicity the temporary bits inserted within the encoder are assigned to a binary value of zero.
In the decoding process the same temporary bit sequence as used in the encoding is inserted into the received data sequence prior to the turbo decoder. It is noted that before the insertion the magnitude of each bit of the temporary bit sequence is multiplied by a single large value which makes the temporary bit sequence have a high likelihood; as explained in ANNEX B.2. Such a multiplication can effectively limit the selectable trellis paths in the trellis chart, resulting in better decoding performance. After the turbo decoding the temporary bit sequence is removed from the output of the turbo decoder; leaving the decoded source information. The insertions and removals of temporary bits are done outside the core parts of the existing UTRA turbo encoder and decoder; therefore the encoder and decoder core parts shouldn’t need to be modified. The necessary modification to the existing channel coding scheme is mostly related to the addition of the temporary bit insertion and removal functions. These modifications are made outside the turbo encoder and decoder and should have a minimal impact on the complexity of the existing channel coding scheme.

3. Simulation results.
The link-level simulation results and basic assumptions are shown in Figures 2 to 9 and Table 1 in ANNEX A, for the non-ideal channel estimation case; also for reference the previous simulation results from the Seoul meeting are presented in Figures 14 and 15 in ANNEX B.3, these are for the ideal channel estimation case.
As shown in Figures 2 to 5, the proposed method has about 0.2 to 0.5 dB gain over the repetition method for coding rates of between 1/7 and 1/5; with realistic channel estimation performance.
4. Conclusion.

We have proposed a method of applying the “shortened code” technique to the existing UTRA R=1/3 turbo coding scheme, in order to achieve coding rates of less than 1/3. The method requires only minor modification to the existing UTRA channel coding scheme because a new channel coding method doesn’t need to be specified and existing hardware resources are re-used. The complexity would increase marginally, however this additional complexity increase is negligible in comparison to the total processing required for decoding a radio block. The method can be considered as a complement to (or a substitute for) the conventional “repetition method” as used in release 6.
We would like to suggest that the proposed method be considered as one of the basic functions of the EUTRA and offer the following text proposal for the sections 7.1.1.3 and 9.1.1.3 of TR25.814 [6].
~~~~~~~~~~~~~~~~~~~~~~~~~~~~   Start of Text Proposal ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

7.1.1.3
Channel coding and physical channel mapping
Current assumption for the study-item evaluations should be that channel coding for “normal” data [Layer 3 information] is based on UTRA release 6 Turbo coding, possibly extended to lower rates by extension with additional code polynomials or shortened code (or the combination of both), extended longer code blocks, and modified by the removal of the tail. However, the use of alternative FEC encoding schemes could also be considered, especially if significant benefits in terms of complexity and/or performance can be shown. 

To achieve high processing gain, repetition coding can be used as a complement to FEC.

Channel coding for lower-layer control signalling is TBD.
9.1.1.3
Channel coding and physical channel mapping
Similar to the downlink, the current assumption is that uplink channel coding for Layer 3 information is based on current UTRA release 6 Turbo coding, possibly extended to lower rates by the extension of additional code polynomials or shortened code (or the combination of both), extended to longer code blocks, and modified by the removal of the tail. However, also similar to the downlink, the use of alternative FEC encoding schemes could be considered if significant benefits in terms of complexity and performance could be shown. 

To achieve high processing gain, repetition coding can be used as a complement to FEC.

Uplink channel coding for lower-layer control signalling is TBD.
The control channel is multiplexed in time domain and may preferably be mapped on the symbols from which the CP is constructed. The control channel may be transmitted in one or more data block (number and position are FFS)
~~~~~~~~~~~~~~~~~~~~~~~~~~~~   End of Text Proposal ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
Reference.

[1] R1-050276   “Comparison of bit repetition and symbol repetition for inter-cell interference mitigation” Panasonic, RAN1Ad Hoc on LTE (Helsinki, Jan. 2006).
[2] R1-050245    “Uplink Multiple Access for EUTRA”   Motorola, RAN1#40bis.

[3] R1-050249    “Downlink Multiple Access Scheme for Evolved UTRA” NTT DoCoMo.

[4] W. W. Peterson and E.J. Weldon, “Error-Correcting Codes (2nd edition),” p.p. 240-243, MIT press.
[5] R1-051439    “Lower rate extension of channel coding to the rate <1/3.”  Fujitsu, RAN1#43.

[6] TR25.814      “Physical Layer Aspects for Evolved UTRA (Release 7)”.
ANNEX A: Link-level Simulation results.

The simulation assumptions are given in Table 1.

Table 1 - Simulation assumptions.

	Bandwidth
	5 MHz

	Access
	OFDM

	Number of sub-carriers
	301

	Sub-frame length
	0.5 ms

	Number of OFDM symbols per sub-frame
	7

	Modulation
	QPSK

	Propagation channel
	6-ray Typical Urban model

	Channel estimation
	Linear interpolation over two consecutive sub-frames

	Pilot allocation
	TDM

(150 pilot symbols in the first OFDM symbol)

	Rx diversity
	2 Rx

	Channel Inter-leaver
	Rel’6  2nd inter-leaver

	Information block length, k
	320 bits  (including a 24-bit CRC)

	Block length,  3k+2L
	1282 bits  (R=1/4),

1602 bits  (R=1/5),

2242 bits  (R=1/7),

2884 bits  (R=1/9)

	Constraint, K
	4

	Decoding
	Max-Log-MAP (iteration=8)


Note: One 320-information-bit transport block occupies one sub-frame in the simulation. 
Figures 2, 3, 4 and 5 show simulation results of the required Eb/No for a Target BLER=0.1% vs. coding rate; for static 1path and 6-ray Typical Urban models with different UE mobility.

“UTRA R=1/3 turbo (K=4) + Repetition” appearing in the legend means a code generation by repeating some of the output bits of the UTRA R=1/3 turbo code. Such a manner of code generation is already possible in the current UTRA.   “Shortened UTRA R=1/3 turbo (K=4)” means a code generation of shortened codes of the R=1/3 turbo code whose constraint is 4. “Shortened UTRA R=1/3 turbo (K=4) + Repetition (for R<1/7)” means a code generation where for R=1/7 or larger, a generated code is a shortened code of the UTRA R=1/3 turbo code, and for R<1/7, a generated code is a resultant code from repetition of the R=1/7 shortened code bits of the UTRA R=1/3 turbo code.
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Figure 2 - Required Eb/No in static, 1path condition.
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Figure 3 - Required Eb/No in Typical Urban 3 km/h.
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Figure 4 - Required Eb/No in Typical Urban 30 km/h.
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Figure 5 - Required Eb/No in Typical Urban 120 km/h.

Figures 6, 7, 8 and 9 show the calculated throughput at R=1/7 in static 1path, and 6-ray Typical Urban model for different UE mobility.
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Figure 6 - Throughput in static condition (R=1/7).
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Figure 7 - Throughput in Typical Urban 3 km/h (R=1/7).
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Figure 8 - Throughput in Typical Urban 30 km/h (R=1/7).
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Figure 9 - Throughput in Typical Urban 120 km/h (R=1/7)

ANNEX B. Complementary information.

B.1 to B.3 is copied from our previous contribution [5].

B.1 Encoding.
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Figure 10 - Encoding process.
Figure 10 illustrates the channel encoding process used by this proposal. The temporary bits are pre-defined and inserted in a pre-determined order. The parity bits are generated from the information and temporary bits in the same way as the current turbo encoding algorithm. After the encoding the temporary bits are removed from the systematic bit sequence output from the turbo encoder; so the temporary bits don’t appear over the air. In this way coding rates of less than 1/3 are possible. The achieved code is a shortened code of the UTRAN R=1/3 turbo code. Table 2 shows the necessary number of temporary bits inserted into the information bit sequence.
Table 2  -Number of temporary bits for each rate.
	Coding rate, R
	Number of temporary bits, L

	1/4
	k/2

	1/5
	k

	1/7
	2k

	1/9
	3k


Figure 11 shows an example of how the temporary bits are inserted into the information bit sequence. In this example, the temporary bits and the information bits are uniformly distributed.
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Figure 11 - An example of the insertion of temporary bits.
There are several different methods of temporary bit insertion. One possibility could be to use a similar method to that used by the rate matching algorithm (in section 4.2.7 of TS 25.212), for the insertion of bits. In this case the removal of the inserted temporary bits should be done by using a de-repetition algorithm; which is the counterpart of the repetition algorithm.
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Figure 12 - Decoding process.
B.2 Decoding.

The same temporary bit sequence as used in the encoding process is inserted into the systematic bits of the turbo decoder. The insertion pattern is also identical for both the encoding and decoding process.
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Figure 13 – insertion process at the receiver.
Each inserted symbol is represented by a soft decision value having a very high reliability. As depicted in Figure 13, in these simulations the inserted symbols have a soft decision value 16 times greater than the average demodulated symbol. After the insertion of the soft decision symbols, the decoding is done in the same way as for the existing UTRA turbo decoder. The insertion of very high reliability temporary bits limits the likelihood that a wrong path can be selected, in the viterbi trellis. By reducing this possibility the performance of the channel decoder can be improved.
B.3 Simulation results.

For reference we again show the results of the simulation with ideal channel estimation for 1 path static and 6-ray Typical Urban model at 30 km/h, the same mobility as in our previous contribution [5]. They give some insight into the fundamental features of the proposed method. As the coding rate decreases the required Eb/No also decreases until the coding rate reaches a certain limit and as the coding rate value decreases further beyond that point, the required Eb/No starts to increase. A V-shaped curve in blue can be seen in Figures 14 and 15.  We presumed that this phenomenon can be attributed to the increase in overhead of the parity bits for the temporary bits against those for the information bits. We combined the shortened code concept with the bit repetition, in order to relax this phenomenon. This is why in our simulation, for coding rate of less than 1/7, the bits of the shortened code of the UTRA R=1/3 code are repeated. In other studies, we found that for certain coding rates the Eb/No value is reduced with a larger constraint length.

[image: image14.emf]AWGN(1path,static),  Target-BLER = 0.1

0

1

2

0.1 0.2 0.3 0.4

Coding rate

Required Eb/N0[dB]

UTRA R=1/3 Turbo(K=4)  +  Repetition

Shortened UTRA R=1/3 Turbo(K=4) 

Shortened UTRA R=1/3 Turbo(K=4)  + Repetition(for R<1/7)

Shortened R=1/3 Turbo(K=5)


Figure 14 -Required Eb/No in static, 1path condition.
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Figure 15 -Required Eb/No in static, 1path condition.
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