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1. Introduction

In the previous document [1], we proposed a multi-rank beamforming strategy in order to efficiently use the available spatial diversity in MIMO downlink of Evolved-UTRA and UTRAN with the goal of achieving higher user data rates, and better quality of service which results in an improved overall throughput and better coverage. To achieve the target spectral efficiency and throughput of EUTRA, several proposals, including PU2RC1 and MCW2, SCW2 have discussed and concluded the need for multiple antenna systems.  In harmony with such proposals, our proposal [1] also emphasizes the need for MIMO by exploiting the following key elements: 

1. Transmission rank control 

2. Rank-specific and structured quantized precoder design

3. Successive beamforming

This document presents more detailed description of our proposed algorithm and the link level simulation results. 
2. Multi-user MIMO scheme for downlink EUTRA

Figure 1 shows the schematic of the action taken by DL Scheduler at node B. In order to achieve the best performance over an OFDM-based DL with reasonable feedback, we consider dividing the available sub-carriers into chunks of adjacent tones and provide a feedback signal consisting of the rank information, the precoding matrix index, and CQI(s) on a per chunk basis. Clearly, having a chunk size of one is throughput optimal; however, the simulation results show that a larger chunk size (if chosen properly) can significantly reduce the feedback overhead with almost negligible loss in throughput. This fact follows the property that the precoder chosen for a tone usually is also the best precoder for the adjacent tones (up to a certain neighborhood size) out of the available quantized precoders in the codebook. It is possible to optimally design and also pick wideband precoders for the set of parallel channels, i.e., all tones in the chunk. In this document, we present a simple strategy of picking the optimal precoder for the center tone in each chunk and then using it for the entire chunk. Moreover, to further reduce the feedback each UE can choose to send  information about only the first few of its ‘best’ chunks rather than all of them.  
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The following flowcharts show the action taken by Node B and each UE, respectively. 
For notational convenience, a high-level description is provided and details such as particular chunk-size used, OFDM implementation etc. are left out. In order to reduce the UE action, the rank is chosen by the simple algorithm described in the following flowchart, marked by “Thread 1”; otherwise, we can perform successive beamforming for each rank separately and calculate the CQI information then decide which rank is optimal. However, instead of trying out all the ranks it is possible to start off with the maximum rank and decrease the rank until the point when the rate supported by the channel does not increase.  The flowchart “Thread 2”, describes the successive beamforming algorithm which allows for considerable reduction computational complexity as well as the memory requirement by UE while retaining much of its throughput performance. It worth noting that the successive beamforming algorithm picks the best precoder based on the inner product calculation instead of the actual CQI calculation. The CQI is then calculated for the corresponding receiver (LMMSE or MMSE-SIC) using multiple or single codeword transmission.  The flowchart “Thread 3” illustrates the CQI calculation for the single codeword transmission strategy with LMMSE decoder.
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3. Simulation setup
The simulation is performed based on the parameters as it is indicated in Table 1. A modulation and coding scheme (MCS) table with 32 entries is chosen that is used for CQI quantization for all the simulated schemes. This table can be further modified and optimized to achieve better performance. 
	Parameter
	Assumption

	Access
	OFDM

	RF carrier frequency
	2.0 GHz

	Bandwidth
	5.0 MHz

	Number of paths (Multi-path model)
	6

	Sub-carrier spacing
	15.0 kHz

	Sampling frequency
	7.68 MHz

	Number of occupied sub-carriers
	301

	Number of OFDM symbols per TTI
	12 (6 x 2)

	Number of data symbols per TTI
	3600 (1800 x 2)

	Symbol rate
	7.2 M/s

	CP length
	4.82 micro second

	FFT point
	512

	Number of antennas at BS
	4

	Number of antennas at MS
	2

	Number of feedback bits 
	8 bits/(OFDM tone chunk)

	CQI description
	5 bits

	Channel model
	GSM Typical Urban: 3kmph

	Channel estimation
	Ideal channel estimation

	Tx and Rx antenna correlation
	Without spatial correlation

	Feedback frequency
	every TTI for each OFDM tone chunk


We use 5 bits per CQI information feedback and 8 bits for multi-rank precoding feedback with the following structure. 
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Since we consider only two antennas at UE the transmission rank is at most two.  The first bit shows the beamforming rank followed by 7 bits that represents an index of precoder for the given rank.  For rank 2, there would be total of 27 precoders, consist of Cartesian product of 24 vectors in C4 and 23 vectors in C3. Therefore, the total memory required to store the codebook would be 16 * 4 + 8 * 3 = 88 complex numbers. For the rank 1, we again apply the successive beamforming concept in order to reduce the memory requirement from 27 * 4 = 512 complex numbers to only 24 complex numbers. For both rank 1 and rank 2 beamforming, the (xxxx) represents the feedback bits for the first vector and (yyy) represents the feedback bits for the second vector. 

4. Simulation results
Since the SCM model drops the UE with a given distribution somewhere in the radius of 45 to 500 meters from the BS, the initial pathloss and shadowing values affect the entire simulation results per run. Therefore, the average performance of each scheme over multiple drops has been presented in order to average out these parameters. 

As we pointed out earlier, we send the feedback signals per chunk in order to reduce the feedback requirement by our scheme. For the given simulation setup, using 21 adjacent tones is the best chunk size. Figure 2 illustrates the Effect of the chunk size on the throughput of our proposed scheme at P/N0 = 20dB when the chunk size varies from 1 to 51. It is observe that the throughput increases almost linearly at the beginning with a steep-slope and then flattens out with a low-slope at large chunk sizes. In order to reduce the feedback requirement we would like to increase the chunk size as much as possible, while the throughput will be adversely affected with large chunk sizes. This figure shows that choosing 21 tones per chunk provides the highest ratio of relative throughput per chunk size.

Figure 3 illustrates the relative performance of our proposed scheme against fundamental limits using finite set of rates (only 5 CQI bits). This figure shows that the relative gain of channel state information at the transmitter (CSIRT versus CSIR) for this scenario (4 transmit and 2 receive antenna) is very considerable. Therefore, the importance of an effective feedback strategy becomes more dominant. This figure also shows that our proposed feedback strategy (in a typical scenario) is capable of bridging almost 80% of the gap between the performances of a system with CSIRT versus CSIR only. 
Figure 4 provides a cross comparison of our scheme with some other schemes including: (i) PU2RC by Samsung, (ii) Antenna Selection, (iii) Rank adaptation and Cycling by Qualcomm, and (iv) 2 streams cycling scheme. It should be noted that a thorough comparison between different schemes can be performed with system level simulation and this figure only provides a link level comparison. 
Finally, Figure 4 shows the effect of a typical feedback error on the performance of our proposed scheme. It seems that the effect of feedback error on rank information is more destructive than its effect on the other bits. Therefore, more protection for this bit may be considered. 
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Figure 2
[image: image9.png]Throughput (Bits/Channel use)

25

20

Throughput vs. SNR, ML decoder

—— Waterfiling (Perfect feedback), 5-bits CQl
—&— Quantized MRBF (8-bits feedback), 5-bits CQl
— - Space-ime coding (No feedback), 5-bits Cal

20



 Figure 3
[image: image10.png]Throughput (Bits/Channel use)

25

20

Throughput vs. SNR, LMMSE decoder, 5-bits CQl

—&— Quantized MREF (8-bits feedback)
-4~ PU2RC (8-bits feedback)

- Antenna Selection (3-bits feedback)
- Qualcomm SCW(1-bit feedback)

—-_Antanna Cycling (No feedback)

20




Figure 4
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Figure 5
                   Figure 1: A general schematic of Node B transmission 
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