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1. Introduction
Multiple antenna techniques such as spatial multiplexing (SM) and spatial division multiple access (SDMA) are efficient ways to increase spectral efficiency. Under SM, parallel data streams are transmitted to a single user to improve its link rate. Examples of SM include per-antenna rate control (PARC), DSTTD, RC-MPD, and other related techniques summarized in [6]. Under SDMA, the base transmits simultaneously to multiple users over separate spatial channels to increase the system throughput. Examples of SDMA include beamforming and sectorization.

We characterize downlink fixed wireless systems using a few essential parameters—including number of antennas per link, number of sectors per cell, and frequency reuse plan—and study their impact on the system spectral efficiency and user peak rates through simulation. Characterizing the system in this way provides insight into the fundamental performance of fixed wireless systems and tradeoffs between SM and SDMA that are independent of specific air interface implementations. We conclude that for a given number of transmit and receive antennas, SM is efficient for increasing user peak rates, but SDMA is more efficient for increasing system spectral efficiency.
2. Overview and Background

With each new generation of wireless communication system, users demand higher data rates and service providers demand improved spectral efficiency, coverage and range. Multiple antenna techniques at the transmitter can be used to enhance these metrics by providing diversity gain, spatial multiplexing (SM), and/or spatial division multiple access (SDMA) gain (see [1] for an overview on these techniques). Diversity provides multiple independent realizations of a fading channel to improve link performance. Under SM, parallel data streams are transmitted to a single user to improve its link rate. And under SDMA, the base transmits simultaneously to multiple users over separate spatial channels to increase the system throughput. 

In wideband wireless systems, there is potentially ample diversity from independently fading coherence bands. In addition, if the system is a scheduled packet data system, there is additional multiuser diversity due to channel-aware scheduling. Because of the cumulative effects of diversity, additional transmit diversity gains would be negligible; therefore system engineers are motivated to use the antenna resources to pursue SM and SDMA gains in wideband packet-data systems.

While SDMA gains can be achieved through a number of techniques including beamforming and “smart antenna” processing, perhaps the simplest technique is sectorization whereby an antenna is dedicated for each sector. To form sectors, a physical antenna reflector is designed to shape the antenna gain pattern. The sectors size can be decreased as long as the antenna beamwidth is larger than the channel angle spread. Beyond this point, excessive energy from one sector would spill into adjacent sectors, resulting in unacceptable amount of interference. The angle spread depends on a number of factors including carrier frequency, bandwidth, and antenna heights, but in typical fixed wireless applications, it is usually less than 20 degrees. Therefore it is reasonable to assume that a cell could be divided into 12 sectors of 30 degrees each using 12 antennas. Alternatively with 12 antennas, one could create 6 sectors with 2 antennas per sector or 3 sectors with 4 antennas per sector. The additional antennas in each sector provide SM gains, and we are interested in studying the tradeoffs between SDMA and SM in terms of cell throughput and user rates. 

We also consider the additional degree of freedom for choosing the frequency reuse plan. By reusing channels less frequently across the network, interference is reduced at the expense of lower spectral efficiency.

In this standards contribution, we assume that each base within a sector operates independently and transmits with full power to a single user during a given transmission interval. While this mode is suboptimal when multiple antennas are available at the base, it is simple to implement and is applicable to many air interfaces for packet-data including CDMA EV-DO, UMTS HSDPA, and 802.16. Under this transmission paradigm, we describe in Section 2 how the cumulative distribution function (CDF) of the signal-to-interference-plus-noise ratio (SINR) can be generated for a given sectorization and frequency reuse plan. In Section 3, we propose an expression for characterizing the link performance—given as the achievable rate versus the SINR— based on the Shannon bound with an implementation margin. In Section 4 we show how the two performance metrics of interest—system spectral efficiency and user peak rate—are determined from the CDF of SINR and the link performance. 

While previous papers have addressed various aspects of multiple antenna techniques for downlink systems ([2] [3] [4]), the study presented in this standards contribution is novel because it characterizes multiple antenna systems using a few basic parameters, allowing insight into the fundamental performance of fixed wireless systems that are independent of specific air interface implementations.

3. Generating CDF of SINR

The cumulative distribution function (CDF) of the signal-to-interference-plus-noise ratio (SINR) is obtained through simulation of a system consisting of 19 hexagonal cells shown in Figure 1. Each of the cells has the identical sectorization and frequency reuse plan chosen from one of six options shown in Figure 3. Each cell is divided into S = 3, 6, or 12 equal sectors with frequency reuse F = 1 or 1/3. The sectors are created using base station antennas with backplane reflectors. The antenna gain pattern of each antenna measured in dB as a function of the azimuth angle 
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 (measured in radians with respect to the boresight direction) is
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where 
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 are the angles at which the gain pattern is 3dB down from the peak, and 
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 is the sidelobe gain level in dB. The parameters for 3, 6, and 12 sectors are respectively, 
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Figure 1: Cell Layout
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Figure 2 : Boresight directions for S=3 sector cell
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Figure 3: Cell sectorization and frequency reuse options

For universal reuse F = 1, the same frequency is used on all sectors. Under frequency reuse F = 1/3, each cell uses 3 disjoint frequency bands, represented by the different shadings in Figure 3. The bandwidth of each frequency band is assumed to be the same as in the universal reuse case, so the total bandwidth is 3 times greater. The frequency reuse patterns have been designed so that the statistics of the SINR are the same in all sectors. Note that in some cases, alternative sectorization plans could be obtained, for example by rotating the sector borders. However, the options shown in Figure 3 lead to the most favorable SINR characteristics.

We are interested in determining the SINR for users where the desired signal is received from the “strongest” sector and interference is received from all other sectors operating on the same frequency. Because of the symmetry of the sectorization and frequency reuse plans, the statistics of the SINR in an infinite field of hexagonal cells is well-approximated by considering the statistics of a user in the center cell of our 19-cell system. Therefore we generate statistics of the SINR by placing users only in the shaded region of Figure 1. The signal-to-noise ratio (SNR) (ignoring Rayleigh fading) measured at user k as a function of distance from sector j is:
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where
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is the SNR at the reference distance in the direction of the antenna boresight.
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is the distance from sector j to user k
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is the reference distance shown in Figure 2
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is the pathloss exponent
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is the antenna gain between user k and sector j 
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is the log-normal shadowing from sector j to user k. 

The reference SNR  accounts for various channel and antenna parameters including bandwidth, transmit power, transmit antenna gain, receiver antenna gain, cable loss, and antenna heights. Transmit powers are normalized per sector so the total radiated power per cell is independent of S. However, due to an aperture gain of factor S, the measure SNR in (1) is also independent of S for a user at a fixed distance in the boresight direction. The powers are normalized so the background thermal noise power is unity. We assume that the shadowing is identical for sectors which are co-located. In other words, 
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Each user is assigned to the serving sector with the highest received SNR. For user k, we denote 
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 to be the serving sector, defined by
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where 
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 is from (1) and the maximization is taken over all 19S sectors and all frequencies. (Note that because of shadow fading, a user located within the shaded region of Figure 1 is not necessarily assigned to the center cell’s base.) The signal to interference plus noise (SINR) is the received signal power divided by the total interference power plus noise power. Since we have normalized transmit powers so the noise power is unity, the SINR for user k can be written as
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where 
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 is the serving sector defined by (2), and the summation for the interference terms is taken over J – 1 sectors where J = 19SF is the total number of sectors which have the same frequency as the serving sector.

Figure 4 shows the CDF of the SINR for the sectorization and frequency plans in Figure 3. To generate the CDFs, users are placed one-by-one randomly and uniformly within the shaded region of Figure 1, and the SNR is computed using (1) for each sector. The serving sector is chosen according to (2), and the SINR for this user is computed using (3). The SINR statistics for several thousand users placements are collected to generate the CDF. The reference distance is chosen to be the distance from the base to the top edge of the cell (as shown in Figure 2), and under reasonable assumptions for a fixed wireless system, the reference SNR at this point is 18dB. These assumptions are: transmit power 30W in 1MHz bandwidth with 15dB transmit antenna gain, 5dB receiver noise figure, 35dB path loss intercept (at 1m), 
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= 4. The standard deviation of the shadow fading is 8dB.

We first consider the universal frequency reuse case F = 1 and note that the SINR distribution is similar for different values of S. The highest SINRs occur when a subscriber is very close to the base transmitter, and it is limited by the interference from the other sectors of the same base. For reuse F = 1/3, the SINRs are higher because of the reduced interference.

Of course in practice when bases are not placed on a hexagonal grid and when actual antenna patterns are employed, the exact shape of the CDF curves will change, but the qualitative relationships among the curves will likely hold if the grid is near hexagonal.


[image: image28.wmf]-10

0

10

20

30

0

0.2

0.4

0.6

0.8

1

dB

F

 = 1/3

S

=3

S

=6

S

=12

F

 = 1

S

=3

S

=6

S

=12


Figure 4: CDF of SINR

Table 1: Change in median SINR (dB) when decreasing
reference SNR from 
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 = 18dB to 
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 = 8dB


S = 3
S = 6
S = 12

F = 1
-0.18
-0.14
-0.06

F = 1/3
-2.27
-1.64
-1.49

The results in Figure 4 assume a reference SNR 18dB. If the bandwidth is increased with all other parameters  (including transmit power) fixed, the SNR decreases proportionally due to the noise power increase. For example, if the reference SNR for 1MHz is 
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 = 18dB, then the reference SNR for 10MHz would be
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 = 8dB. For a fixed bandwidth, placing the terminals indoors would have a similar effect in reducing the SNR 10dB due the indoor penetration loss. For a noise-limited situation (in other words, the interference in the denominator of (3) is much smaller than 1), the SINR is roughly equal to the SNR. Therefore a reduction in the SNR corresponds to a similar reduction in SINR. However, for interference-limited systems (the interference in the denominator of (3) is much larger than 1), changes in the SNR do not affect the SINR significantly.

Table 1 shows the change in the median SINR when the reference SNR is decreased by 10dB from 
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 = 18dB to 8dB. For example, for F = 1, S = 3, the median SINRs for 
[image: image34.wmf]m

 = 18dB and 
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 = 8dB are 3.10dB and 2.92dB, respectively, resulting in a difference of –0.18dB. In Section 5, we return to this table to discuss the impact of changing the reference SNR on system performance.

4. LINK PERFORMANCE
We now consider the achievable rate for a given link. In this context, a link is defined for a given sector as the transmission to a user from the base assigned to that sector. Multiple antennas could be used within a sector for SM transmission. Under the assumption established earlier that each base within a sector transmits to a single user at a time with full power, the complex-valued baseband signal received by a given user with N antennas from a base with M antennas is
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where y is an N-dimensional vector, 
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 is the SINR given by (3) (the indices have been dropped to simplify the notiation), H is an N -by- M complex-valued channel matrix to account for Rayleigh fading (for now, we assume the elements of H have unit variance and flat frequency response), x is an M-dimensional transmitted signal vector, and n is the additive noise which accounts for both thermal noise and interference. For now, we assume that the channel bandwidth is sufficiently narrow so that the channel can be modeled as frequency nonselective. The signal vector x is constrained to have unit power 
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. The components of the noise vector n are circularly symmetric, complex Gaussian random variables with zero mean and unit variance.

For a link given defined by (4), the Shannon capacity measured in bits per second per Hertz is [5] 
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where the solution to the maximization is found via waterfilling. This capacity is achieved through spatial multiplexing by transmitting on the eigenmodes of the matrix 
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. Knowledge of H is required at the transmitter (for M > 1). In fixed wireless environments where the channel is changing relatively slowly, one can assume that channel knowledge is available either through uplink feedback in the case of frequency-division duplexing or through uplink channel estimation in the case of time-division duplexing. Note that unlike open-loop MIMO techniques which typically require 
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For the case of a single transmit antenna M = 1, the maximization in (5) is trivial, and the capacity is
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Figure 5 compares the capacity of the Shannon capacity in (6) with the link performance in terms of achievable rate versus the required instantaneous SINR (including Rayleigh fading) for an HSDPA link. As seen from the figure, the efficiency of contemporary codes and modems provide link performance that is within a few dB of the Shannon limit. In our simulations we choose to model the link performance using the Shannon limit with a 3dB (factor of 1/2) power penalty. This model is a good approximation for the EV-DO performance, as seen in Figure 5. Using this model, there is an implicit assumption that there is a rich set of modulation and coding rates, so that the discrete rate table is a good approximation of the continuous model. Also we assume that the receiver is a consumer-grade product so that cost constraints limit the maximum constellation size to 64QAM, corresponding to an uncoded rate of 6 bps/Hz.

For the general M > 1 case in (5), the 3dB SINR penalty can be applied by dividing the SINR by 2 and the 6bps/Hz limitation could be applied to each of the M streams. Alternatively, we can apply the limit to the average rate per stream. Under this assumption, the capacity is given by
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Figure 5: Achievable rate versus required instantaneous SINR, M = 1. The link performance of a state-of-the-art modem is about 3dB away from the Shannon limit.

5. Evaluating Performance Metrics
For a given sectorization, frequency reuse plan and antenna configuration, a CDF of achievable link spectral efficiencies within a sector is obtained through simulation by first generating a realization of the SINR 
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 from the corresponding CDF in Figure 4. Then a realization of the channel matrix H is generated, and an achievable spectral efficiency is computed according to (7). We assume the components of H are identically distributed, circularly symmetric, complex Gaussian random variables with zero mean and unit variances. This assumption is reasonable assuming sufficient spacing between array elements at the transmitter and receiver. In general, spatial antenna correlations will affect the statistics of the realizations of H.

In order to make a fair comparison among systems with different antenna configurations, we fix the total number of antennas per cell to be 12. This value is a reasonable assumption for next-generation base station towers. Therefore the number of antennas per sector is M = 12/S, and as the number of sectors increases, the number of antennas per sector available for SM decreases. We denote 
[image: image46.wmf](,,,)

RFSN

a

to be the value measured in bits/second per Hertz (bps/Hz) such that the probability of the link rate being less than this value is 
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. From the CDF of link spectral efficiencies, we can evaluate the following two performance metrics:

1) Median system spectral efficiency This is the median throughput per cell in terms of bits/second per Hertz (bps/Hz) given by 
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. Since R corresponds to the spectral efficiency per sector, we multiply by S to get the spectral efficiency per cell. We also multiply by F to account for the bandwidth penalty from frequency reuse.

2) Link peak rate: This is the highest rate achievable by at most 10% of the terminals given by 
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. Note that there is no penalty due to frequency reuse because link peak rate is from the perspective of the terminal, not the service provider.
Note that we have assumed a narrowband channel model and round-robin (random) scheduling. The performance can be thought of as the spectral efficiency per subcarrier and per coherence bandwidth for OFDM and CDMA systems, respectively. A wideband channel model with channel-aware scheduling would improve the performance metrics somewhat, but the fundamental performance and relative gains due to SM and SDMA are unlikely to be affected significantly.

Figure 6 shows the median system spectral efficiency as a function of the number of receive antennas per terminal N. All curves use 12 antennas per cell except the baseline which uses a single antenna in each of 3 sectors. For N = 2 or antennas, the highest throughput is achieved with S=12 and F=1. For a given S, universal reuse (F=1) provides higher system throughput because the frequency reuse penalty outweighs the reduced interference. (The frequency penalty is a linear hit outside the log whereas interference reduction is inside the log.) Likewise, for a given F, using the antennas for sectorization (SDMA) provides higher system throughput than SM uniformly for all N. Put another way, SM increases throughput compared to the baseline, but for a given N, SDMA throughput is higher.

Figure 7 shows the link peak rate versus the number of receive antennas N. For a given S, lower F provides uniformly higher peak rates since the interference is reduced and we do not suffer from the bandwidth penalty. For a given F, peak rate increases as S decreases because M increases to provide more potential SM gains. The peak rate achieved by F = 1/3 and S = 3 are especially impressive because as seen in Figure 4, the CDF of SINR is not inhibited by intracell interference, and the SM can take advantage of the higher SINRs.

Considering Figures 6 and 7 together, there is clearly a tradeoff between system spectral efficiency and link peak rate. In general, the tradeoff is the same no matter what the frequency reuse is; namely, to achieve higher system spectral efficiency, use the transmit antennas for sectorization, but to achieve higher link peak rate, use them for SM.

On the other hand, if one is interested in trading between the relative merits of system and user performance, the decision is dependent on F. If F = 1, for example when spectrum is limited, then the relative tradeoff between SDMA and SM is roughly the same over the range of N. For example in going from S = 3 to 12 sectors (and therefore from M = 4 to 1 antennas), the relative increase in system throughput is about a factor of 1.5 over the range of N from 1 to 12. The relative decrease in peak rate is a factor of 2 for small N and a factor of 3 for large N.

On the other hand, consider the case F = 1/3 which would occur for example when spectrum is plentiful. In going from S = 3 to 12 sectors, the absolute increase in system throughput is a few bps/Hz/cell over the range of N. Therefore the relative gains of sectorization decrease as N increases. The relative decrease in peak rate likewise changes with respect to N: for N = 2, the decrease is a factor of 2, and for N = 12, the decrease is a factor of 8. We conclude that the impact of SM is most efficient when the SINR is high, either through lower frequency reuse or through receiver antenna combining.
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Figure 6: Median system efficiency 
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Figure 7: Link peak rate

The performance in Figures 6 and 7 assume a reference SNR of 
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 = 18dB. By decreasing the reference SNR, for example by reducing the transmit power or placing all terminals indoors, the SINR also decreases as discussed in Section 2. For interference-limited systems, the SINR losses are very small. It follows that a reduction in the reference SNR would have very little impact on the spectral efficiency. Therefore in interference-limited systems, it is possible to attain nearly proportional increases in data rate as the bandwidth increases. (Furthermore, additional frequency diversity from the wider bandwidth could offset the minor performance loss due to decreased SINR.) In systems that are more noise-limited (for example when F = 1/3), a decrease in the reference SNR results in a greater loss of SINR. Therefore a linear increase in bandwidth results in a sub-linear increase in data rate.

6. Conclusions

In this standards contribution, we developed a simple but effective characterization of multiple-antenna downlink fixed wireless systems that allows us to easily estimate fundamental system performance metrics and to study tradeoffs between peak link rate and cell throughput.

Employing universal frequency reuse and utilizing transmit antennas to serve different sectors is the most efficient way to achieve high system spectral efficiency. Higher user peak rates can be achieved using the transmit antennas for spatial multiplexing at the expense of lower system spectral efficiency. Spatial multiplexing also increases system spectral efficiency, but it always inferior to spatial division multiple access for a given number of transmit and receive antennas. As seen in the numerical results, the relative efficiency of spatial multiplexing improves at higher SINRs (achieved through more receive antennas or lower frequency reuse).

Future work should attempt a similar characterization of higher layers (for example, scheduling and MAC protocols) that build upon these initial physical-layer choices. Also, the mitigation of intercell interference through coordinated base station transmission should be considered.
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