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1. iNTRODUCTION

This document aims to specify a common set of MIMO system level evaluation parameters and scenarios, and modifies Annex A of TR 25.876. This is based on the contributions [4]–[11] and the discussions in the previous RAN1 meetings.
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A.2.1
COMMON SYSTEM LEVEL ASSUMPTIONS

As system level simulation tools and platforms differ between companies very detailed specification of common simulation assumptions is not feasible. Yet, basic simulation assumptions and parameters should be harmonized as proposed in the subsequent chapters.

A.2.2
BASIC SYSTEM LEVEL PARAMETERS

The basic system level simulation parameters are listed in Table 1 below. Several parameters have already been specified in the SCM. Other simulation assumptions can be found above in this Annex.

Table 1: Basic system level simulation parameter assumptions
	Parameter
	Value
	Comments/Description

	Cellular layout
	Hexagonal grid, 3-sector sites
	Two reference layouts shown in Figures 1 and 2 

	Site to Site distance
	As recommended in the SCM
	Section 5.2

Urban microcell:  1 km

Urban macrocell:  3 km

Suburban macrocell:  3 km

	Propagation model
	As specified in the SCM
	Section 5.2

	CPICH power
	FFS
	

	Other common channels
	-10 dB
	As proposed in Annex A.3.2 of [3]

	Power allocated to HSDPA transmission, including associated signalling
	Max. 80 % of total cell power
	As proposed in Annex A.3.2 of [3]

	Slow fading
	As specified in the SCM
	Table 5.1

	Std. deviation of slow fading
	As specified in the SCM
	Table 5.1 

	Shadowing correlation between sites
	As specified in the SCM
	Section 5.2 (0.5)

	Correlation distance of slow fading
	As specified in the SCM
	Section 5.1 (Shadowing is uncorrelated between UEs)

	Carrier frequency
	1900 MHz
	As proposed in Annex A.3.2 of [3]

	BS antenna gain pattern
	As specified in the SCM
	Section 4.5.1

	LOS model
	As specified in the SCM
	Section 5.5.3 

	NLOS multipath model
	As specified in the SCM
	Time dispersion statistics specified in Table 5.1

	UE noise figure
	9 dB
	As proposed in Annex A.3.2 of [3]

	Max. number of retransmissions
	Specify the value used
	Fast HARQ retransmissions


	Fast HARQ scheme
	Chase combining
	For initial evaluation of fast HARQ; as proposed in Annex A.3.2 of [3]

	BS maximum total Tx power
	43 dBm
	As proposed in Annex A.3.2 of [3]

	Active set size
	3
	Maximum size

	Fast Fading model
	As specified in the SCM
	Section 5.4

	BS antenna gain
	As specified in the SCM
	Section 4.5.1 (14 dBi)

	UE antenna gain
	As specified in the SCM
	Section 4.6.1 (-1 dBi)

	UE reference speeds
	3 kmph, 30 kmph, and 120 kmph
	

	MCS update rate
	At most once per sub-frame
	

	CPICH measurement transmission delay
	1 sub-frame
	

	Fast HARQ feedback error rate


	0%, 1%
	HSDPA false detection requirements:

ACK->NACK: < 1%

NACK->ACK: < 0.1 %

	CPICH measurement rate
	Once per sub-frame
	

	Maximum number of codes reserved for HSDPA transmission
	15
	

	FBI feedback rate
	1 bit/slot
	Rate: 1.5 kbps

	Fractional received power
	0.98
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Figure 1: Cellular layout 1 of adjacent tiers of neighbouring cells, sectors, and Node-Bs
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Figure 2:  Cellular layout  2 of adjacent tiers of neighbouring cells, sectors, and Node-Bs

Non-HSDPA UEs and voice users and other dedicated channels may be modeled as a fixed fraction of the total transmit power. Based on results from compatibility analysis (Section A.2.8) further refinements may be made.

A.2.3 MIMO SPECIFIC ASSUMPTIONS

Table 2: MIMO Specific Parameters
	Parameter
	Value
	Comments/Description

	CQI feedback delay
	7 slots
	

	Transport block sizes
	To be specified
	

	Other parameters
	As specified in the SCM
	TR 25.996


A.2.4
DATA TRAFFIC MODEL

A.2.1.4.1
Data traffic models for HSDPA traffic

Four different traffic models are suggested for evaluation purposes: HTTP traffic, FTP traffic, near real time video traffic, and conventional HSDPA traffic model. Note that the parameter settings chosen might involve long simulation run times.

A.2.1.4.1.1
HTTP Traffic Model Characteristics
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Figure 3: Packet Trace of a Typical Web Browsing Session
Figure 3 shows the packet trace of a typical web browsing session.  The session is divided into ON/OFF periods representing web-page downloads and the intermediate reading times, where the web-page downloads are referred to as packet calls. These ON and OFF periods are a result of human interaction where the packet call represents a user’s request for information and the reading time identifies the time required to digest the web-page.

As is well known, web-browsing traffic is self-similar.  In other words, the traffic exhibits similar statistics on different timescales.  Therefore, a packet call, like a packet session, is divided into ON/OFF periods as in Figure 4. Unlike a packet session, the ON/OFF periods within a packet call are attributed to machine interaction rather than human interaction.  A web-browser will begin serving a user’s request by fetching the initial HTML page using an HTTP GET request.  The retrieval of the initial page and each of the constituent objects is represented by ON period within the packet call while the parsing time and protocol overhead are represented by the OFF periods within a packet call.  For simplicity, the term “page” will be used in this paper to refer to each packet call ON period.  
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Figure 4: Contents in a Packet Call
The parameters for the web browsing traffic are as follows:

· SM: Size of the main object in a page

· SE: Size of an embedded object in a page

· Nd: Number of embedded objects in a page

· Dpc: Reading time

· Tp: Parsing time for the main page

HTTP/1.1 persistent mode transfer is used to download the objects, which are located at the same server and the objects are transferred serially over a single TCP connection. The distributions of the parameters for the web browsing traffic model are described in Table 3. Based on observed packet size distributions, 76% of the HTTP packet calls should use an MTU of 1500 bytes, with the remaining 24% of the HTTP packet calls using an MTU of 576 bytes.  These two potential packet sizes also include a 40 byte IP packet header (thereby resulting in useful data payloads of 1460 and 536 bytes, respectively), and this header overhead for the appropriate number of packets must be added to the object data sizes calculated from the probabilistic distributions in Table 3.

Table 3: HTTP Traffic Model Parameters
	Component
	Distribution
	Parameters
	PDF

	Main object size (SM)
	Truncated Lognormal
	Mean = 10710 bytes
Std. dev. = 25032 bytes

Minimum = 100 bytes

Maximum = 2 Mbytes
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	Embedded object size (SE)
	Truncated Lognormal
	Mean = 7758 bytes
Std. dev. = 126168 bytes

Minimum = 50 bytes

Maximum = 2 Mbytes
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	Number of embedded objects per page (Nd)
	Truncated Pareto
	Mean = 5.64
Max. = 53
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Note: Subtract k from the generated random value to obtain Nd

	Reading time (Dpc)
	Exponential
	Mean = 30 sec
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	Parsing time (Tp)
	Exponential
	Mean = 0.13 sec
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A.2.1.4.1.2
FTP Traffic Model Characteristics

In FTP applications, a session consists of a sequence of file transfers, separated by reading times.  The two main parameters of an FTP session are:

1. S : the size of a file to be transferred

2. Dpc: reading time, i.e., the time interval between end of download of the previous file and the user request for the next file.

The underlying transport protocol for FTP is TCP.  The packet trace of an FTP session is shown in Figure 5. 
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Figure 5: Packet Trace in a Typical FTP Session
The parameters for the FTP application sessions are described in Table 4.

Table 4: FTP Traffic Model Parameters
	Component
	Distribution
	Parameters
	PDF

	File size (S)
	Truncated Lognormal
	Mean = 2Mbytes

Std. Dev. = 0.722 Mbytes

Maximum = 5 Mbytes
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	Reading time (Dpc)
	Exponential
	Mean = 180 sec.
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Based on the results on packet size distribution, 76% of the files are transferred using and MTU of 1500 bytes and 24% of the files are transferred using an MTU of 576 bytes. Note that these two packet sizes also include a 40 byte IP packet header (thereby resulting in useful data payloads of 1460 and 536 bytes, respectively) and this header overhead for the appropriate number of packets must be added to the file sizes calculated from the probabilistic distributions in  Table 4. For each file transfer a new TCP connection is used whose initial congestion window size is 1 segment (i.e. MTU). 

A.2.1.4.1.3
NRTV (Near Real Time Video) Traffic Model Characteristics 

This section describes a model for streaming video traffic on the forward link. Figure 6 describes the steady state of video streaming traffic from the network, as seen by the base station.  Latency at call startup is not considered in this steady-state model.
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Figure 6: Video Streaming Traffic Model

A video streaming session is defined as the entire video streaming call time, which is equal to the simulation time for this model. Each frame of video data arrives at a regular interval T determined by the number of frames per second (fps).  Each frame is decomposed into a fixed number of slices, each transmitted as a single packet.  The size of these packets/slices is distributed as a truncated Pareto distribution.  Encoding delay, Dc, at the video encoder introduces delay intervals between the packets of a frame.  These intervals are modelled by a truncated Pareto distribution.

The parameter TB is the length (in seconds) of de-jitter buffer window in the mobile station, and is used to guarantee a continuous display of video streaming data.  This parameter is not relevant for generating the traffic distribution, but it is useful for identifying periods when the real-time constraint of this service is not met.  At the beginning of the simulation, it is assumed that the mobile station de-jitter buffer is full with (TB x source video data rate) bits of data.  Over the simulation time, data is “leaked” out of this buffer at the source video data rate and “filled” as forward link traffic reaches the mobile station.  As a performance criterion, the mobile station can record the length of time, if any, during which the de-jitter buffer runs dry.  The de-jitter buffer window for the video streaming service is 5 seconds.

Using a source video rate of  64 kbps, the video traffic model parameters are defined in Table 5.

Table 5: Video Streaming Traffic Model Parameters
	Information types
	Inter-arrival time between the beginning of each frame
	Number of  packets (slices) in a frame
	Packet (slice) size
	Inter-arrival time between packets (slices) in a frame

	Distribution
	Deterministic

(Based on 10fps)
	Deterministic
	Truncated Pareto

(Mean= 50bytes, Max= 250bytes)
	Truncated Pareto

(Mean= 6ms, Max= 12.5ms)

	Distribution
Parameters
	100ms
	8
	K = 40 bytes
( = 1.2
	K = 2.5ms
( = 1.2


Only system-level simulations with homogenous traffic mixes are to be conducted.  That is, for a particular simulation, all users will either have all FTP traffic, all HTTP traffic, or all NRTV traffic.  There is no mixing of different traffic types within a single simulation.

A.2.1.4.1.4
HSDPA Type Traffic Model

This section describes a traffic model that has been used in HSDPA system simulations, and may be used to evaluate system capacity gains from MIMO. The traffic model parameters are given in Table 6.

Table 6: HSDPA Type Traffic Model
	Process
	Random Variable Distribution
	Parameters

	Packet calls size
	Pareto with cut-off
	Α=1.1, k=4.5 Kbytes, m=2 Mbytes, μ = 25 Kbytes

	Time between packet calls
	Geometric
	μ = 5 seconds

	Packet size
	Segmented based on MTU size
	(e.g. 1500 octets)

	Packets per packet call
	Deterministic
	Based on Packet Call Size and Packet MTU

	Packet inter-arrival time


	Geometric
	μ = MTU size /peak link speed

(e. g. [1500 octets * 8] /2 Mbps = 6 ms)

	Packet inter-arrival time

(closed-loop)
	Deterministic
	TCP/IP Slow Start

(Fixed Network Delay of 100 ms)


A.2.5
UE MOBILITY MODEL

Two mobility models may be simulated: 

· All the UEs have the same speed, with three UE speeds being considered: 3 kmph, 30 kmph, and 120 kmph.

· The UE population follows the distributions listed below in Table 7:

Table 7: UE Mobility Population Distributions

	
	1-10km/h
	10-30km/h
	30-70km/h
	70-110km/h

	Distribution 1
	20
	10
	40
	30

	Distribution 2
	30
	40
	20
	10


Initial results shall be presented using at least one of the above two models.

A.2.6
PACKET SCHEDULER

Multiple types of packet schedulers may be simulated. However, initial results may be provided for the two simple schedulers provided below that provide bounds on the system performance. The Max-Net-Rate scheduler provides maximum system capacity at the expense of fairness, because all sub-frames can be allocated to a single user with good channel conditions. Note that the Max-Net-Rate scheduler reduces to the Max C/I scheduler for single stream transmission. The Round Robin (RR) scheduler provides a fairer sharing of resources (sub-frames) at the expense of a lower system capacity. The performance of the proportional fair scheduler (PF) is expected to lie between these two extremes.

Both scheduling methods obey the following rules:


An ideal scheduling interval is assumed and scheduling is performed on a sub-frame by sub-frame basis.


A queue is 'non-empty' if it contains at least 1 octet of information.


Packets received in error are explicitly rescheduled after the ARQ feedback delay consistent with the HSDPA definition.

A high priority queue is maintained to expedite the retransmission of failed packet transmission attempts. Entry into the high priority queue will be delayed by a specified time interval (e.g., 5 sub-frame intervals) to allow for scheduler flexibility.
 If the packet in the high-priority queue is not rescheduled after a second time interval (e.g., a 10 sub-frame interval) it is dropped.


Packets from the low priority queue may only be transmitted after the high-priority queue is empty. 


Transmission during a sub-frame cannot be aborted or pre-empted for any reason

The Max-Net-Rate scheduler obeys the following additional rules, similar to those specified for the Max C/I scheduler. 

At the scheduling instant, all non-empty source queues are rank ordered by the scheduler based on the estimated net rate of transmission during a sub-frame. Net rate is defined as the sum of the rates achievable by the individual streams spatially multiplexed. The algorithm for estimating the net rate shall be specified in enough detail so as to be verifiable by others. Estimation may be based on CPICH measurement info, MCS levels may directly be fed back by MIMO UEs themselves.

The scheduler may continue to transfer data to the UE with the highest net rate until the queue of that UE is empty, data arrives for another UE with higher net rate, or a retransmission is scheduled taking higher priority. 

Both high and low priority queues are ranked by net rate.

The RR scheduler obeys the following rules:


At the scheduling instant, non-empty source queues are serviced in a round-robin fashion.


All non-empty source queues must be serviced before re-servicing a user. 


Therefore, the next sub-frame cannot service the same user as the current sub-frame unless there is only one non-empty source queue.

A.2.7
OUTPUTS AND PERFORMANCE METRICS

The outputs and the performance metrics described in this section are used to evaluate the improvement of the service availability and increase in maximum data rate per cell.

The following performance metrics should be provided either for the entire system or the center site taken over each simulation run. In all cases throughput is considered based on the user net data rates and a packet is as defined by the traffic model.

· Average cell throughput [kbps/cell] is used to study the network throughput performance, and is measured as 
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where b is the total number of correctly received data bits in all data UEs in the simulated system over the whole simulated time, k is the number of cells in the simulation and T is the simulated time. In the case of only evaluating the center cell site, k is the number of sectors.

· Average packet call throughput [kbps] for user i is defined as
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where k = denotes the kth packet call from a group of K packet calls where the K packet calls can be for a given user i , tarrival_k = first packet of packet call k arrives in queue, and tend_k = last packet of packet k is received by the UE. Note for uncompleted packet calls, tend_k is set to simulation end time. The mean, standard deviation, nth percentile and the distribution of this statistic are to be provided. The distribution of the average packet call throughput of all users across the cell and the number of users as a function of a particular packet call throughput shall also be provided. 

· Packet service session FER is calculated for all the packet service sessions. A packet service session FER is defined as the ratio
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where nerroneous_frames is the total number of erroneous frames in the packet service session and nframes is the total number of frames in the packet service session. These individual packet service session FERs from all packet service sessions form the distribution for this statistic. The mean, standard deviation, and the distribution of this statistic are to be provided.

A definition of a packet service session: A packet service session contains one or several packet calls depending on the application. Packet service session starts when the transmission of the first packet of the first packet call of a given service begins and ends when the last packet of the last packet call of that service has been transmitted. (One packet call contains one or several packets.) Note, that FER statistics are only collected from those frames during which UE is receiving data.

· Residual FER is calculated for each user for each packet service session. A packet service session residual FER is defined by the ratio
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where ndropped_frames is the total number of dropped frames in the packet service session and nframes is the total number of frames in the packet service session. A dropped frame is one in which the maximum ARQ or HARQ re-transmissions have been exhausted without the frame being successfully decoded. It does not include the RLC initiated re-transmissions. The mean, standard deviation, and distribution of this statistic over all the packet service sessions in the simulation are to be provided.


· Averaged packet delay per sector is defined as the ratio of the accumulated delay for all packets for all UEs received by the sector and the total number of packets. The delay for an individual packet is defined as the time between when the packet enters the queue at transmitter and the time when the packet is received successively by the UE. If a packet is not successfully delivered by the end of a run, its ending time is the end of the run.
A.2.8
COMPATIBILITY ANALYSIS

MIMO techniques shall not have a significant negative impact on features available in earlier releases. This shall be verified by measuring the impact of MIMO transmission on non-MIMO UEs in representative link level scenarios. If link level simulations for representative scenarios do not show any degradation of the performance of these procedures, we can assume that system level simulations will also not show a degradation. 

The representative scenarios are FFS.

-------------End of Text Proposal -----------------------------------
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� The delayed entry into the high priority queue can be used to reduce compulsory retransmission of a single packet.  A fast retransmission mechanism, such as N-channel stop-and-wait ARQ, would provide one packet to the high priority queue if the delayed entry mechanism were not provided.  As a result, this single packet would be retried in lieu of all other packets regardless of the channel conditions. Note that the case when retransmitted packets always have priority over new transmissions is included in this description as a special case.
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