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1 Introduction
Rate scheduling (step wise controlling) is proposed in TR25.896 as one of the Node B controlled scheduling schemes to support the Enhanced Uplink Dedicated Channel. In this contribution, we discuss the issues raised by different rate scheduling solutions and make a proposal for the L1 signalling (Rate Request/RR and Rate Grant/RG), which is used by the Node B to manage the "UE allowed TFC subset". In the appendix we propose also a possible solution to synchronize the UE pointer between Node B and UE.

2 Issues of rate scheduling

In TR25.896, it is proposed that the “UE allowed TFC subset” and the “Node B allowed TFC subset” be signaled in the form of TFC pointers that point to an index of the TFCS table contained in the UE. The TFCS table entries are arranged in an order that corresponds to the TFC restriction rule (or scheduling strategy) that the Node B applies, for example in descending order of power.

In step-wise controlling, the Node B can command the UE pointer up or down with the restriction that UE pointer may not exceed the Node B pointer (Fig. 1). The TFC selection algorithm in the UE may select any TFC up to the TFC indicated by the UE pointer.
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Fig.1 Depiction of the TFC pointers [1]
3 Fast multi-step controlling method for rate scheduling
The step-wise control of the UE pointer is a reasonable solution for some applications where the data is uniformly generated in the source. However, when the channel condition is good enough and at the same time, a burst of high volume of data with higher priority generated by an application may demand a quick adjustment. For this case we suggest a multi-step scheduling to avoid too much scheduling delay.

4 Signalling Definition
Based on the above analysis, we attempt to minimize signalling overhead while at the same time maintaining control flexibility, by defining the contents of the L1 signals Rate Request and Rate Grant as follows:
4.1 Rate Request
A UE sends a pointer offset to the Node B according to the UE’s capacity and only when it needs to change its transmission rate. 
In order to avoid a sharp data rate change that might affect the RoT when many UEs request a large data rate increase at almost the same time, two options are proposed.
4.1.1 Option1: UE sends only an up pointer offset when it wants to increase its transmission data rate.
In order to reduce the signalling overhead and keep the UE procedure simple, when a UE wants to keep or lower the original transmission rate , it will not make a Rate Request. The Node B will maintain or reduce the data rate of the UE according to the UE's priority and the available resources.
The UE will only ever send a Rate Request when it wishes to increase its data rate. The Rate Request is defined as a 2-bit offset (at most 4 up steps in one request), instead of all bits that  are required to index the entire TFCS. (That is why we use a pointer offset, instead of a TFC index in the UE and the Node B). The case bits bit pair “00” means the UE demands one step increment from its original TFC; “01” means two steps adjustment; and so on.
4.1.2 Option 2: UE may send an up or down pointer offset. 
For this option, the Rate Request is defined as 3-bit, where 1 bit is used to indicate the pointer offset direction, "up" or "down" and 2 bits indicate the offset. 
For option 2, it will be possible for a Node B to agree to the UE's negative offset request directly  without having to evaluate resources. But the processing in the UE is heavier than in Option 1. Part of the processing in the Node B is shared by the UE because the UE needs to evaluate its total data rate requirements (Up, down or hold) before it sends a Rate Request. In this case tri-bits “000” means the UE demands one step increment from its original TFC; “001” means two steps adjustment; and so on, for increment request. While “111” means that the TFC pointer step down one stage; “110” means two-steps decrement of the TFC pointer; “101” means three steps decrement.
Since a Node B will continually attempt to balance resources for all the UEs in the cell according to priority, resources available etc. a Node B may occasionally need to force a reduction in the data rate of a UE regardless of whether either Option 1 or Option 2 is used (the reason is discussed in the next section). Therefore we prefer Option 1 which requires little signalling from the UE and  keeps the UE processing simple. 

4.2 Rate Grant 
The Node B sends a pointer offset,  which can be up or down, to a UE, according to the UE's priority and the available resources (decided by the scheduling algorithm). Since there is a "up" and "down" pointer offset, a 3-bit Rate Grant is needed where 1 bit is used to indicate the pointer offset direction, "up" or "down" and 2 bits are the offset.

When a UE requests an "up" pointer offset with a Rate Request, the Node B can grant the request with an "up" pointer offset, which is equal to or lower than the offset that the UE requested, according to the available resources and RoT.
In the following cases a Node B may force down the transmission rate of a UE, it then sends a negative pointer offset. 

· Several UEs request a higher data rate where the Node B doesn't have enough resources to grant all requests fully. Therefore low priority UEs may receive a "down" pointer offset or offset "0" in a Rate Grant from the Node B (Depending on the scheduling algorithm in the Node B).

· A UE continues to transmit data at a much lower data rate than the Node B assigned.

· A UE transmits data at a very high rate for a long period of time and consumes too many resources.
The case where a pointer offset equals 0 means a Node B wants a UE to hold its original TFC. 

Note, in order to maintain tight control of the resources and therefore make accurate judgments, a Node B should record the pointer position of each UE.

5 Conclusion
A fast multi-step control method for EUDCH rate scheduling is proposed and the corresponding L1 signalling is defined.   
It achieves a flexible multi-step control method and short delay. The step-wise control of the UE pointer is in fact a special case of this proposal where the pointer offset is equal to 1 in DL and UL signalling. This solution also allows the Node B to perform fast rate control and leaves a lot of scope in the design of the scheduling algorithm.
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6 Appendix

As illustrated in Fig.1, the TFCs in TFCS are indexed in descending order with respect to the required TX power and the corresponding UE pointer is used to define the “UE allowed TFC subset”. Both Node B and UE will maintain the same TFCS table and UE pointer for Node B controlled scheduling. The UE pointer is generated in Node B by Node B scheduling scheme and is signalled to UE using L1 signalling. 

6.1
Error handling

In relative signalling approach as either step-wise or multi-step signalling desribed above, the impacts of L1 signalling errors will accumulate[1] and the possible approaches to solve the problems can be:

· Periodically send the absolute “UE pointer” downlink;

· Periodically make both “UE pointers” in Node B and UE to the same reference pointer in TFCS at predefined time, e.g., the pointer to the “Minimum TFC set”; A timer other than signalling is required and the time synchronization between Node B and UE is also required. 

After both of the “UE pointers” reach the same position in TFCS, the signalling error effect will be removed absolutely and the Node B controlled scheduling can resume to work properly. Both approaches need extra signalling depending on the period, which is hard to determine. Using those approaches, it is expected that the signalling expense will be lower than the “absolute” signalling mode[5] but could still be very high if period is too short. If the period is too long in fast time-varying channel conditions it will cause large degradation in performance especially in HSUPA where both multi-rate and multi-service with QoS support are expected. 

One possible mitigation technique is proposed to synchronize the “UE pointers” between Node B and UE and thus the “UE allowed TFC subset” using event-triggered mode. This scheme has no special requirement on L1 signalling and the existing RG can be exploited. To avoid additional signalling, it is also possible to integrate this scheme with current Node B controlled TFCS control scheduling schemes.
6.1 A synchronization scheme

As illustrated in Fig.2, two pointers are defined as NB_P and UE_P, which correspond to the UE pointers in Node B and in UE respectively. Additionally, the asynchronous situations are also depicted where either UE_P = UE_P1 or UE_P = UE_P2. When UE_P = UE_P1 < NB_P (the objective position), the UE could consume more radio resource than expected and will affect the cell throughput and coverage; When UE_P = UE_P2 > NB_P, the UE capability is restricted and thus the QoS of the services could be affected. In this scheme, NB_P is used as a reference point to synchronize the UE pointer that is UE_P = NB_P since the “UE allowed TFC subset” is a restriction on UE from Node B and the associated NB_P is generated from Node B controlled scheduling algorithm. The UE_P will be adjusted according to NB_P from downlink signalling messages (e.g., UP/DOWN in step-wise mode). Any drift error on NB_P caused by uplink signalling error will be corrected by the Node B scheduling scheme itself in a short time and will not accumulate to cause a big problem. This scheme can work with Node B controlling scheme independently and thus no side effect on Node B scheduling schemes. 
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Fig.2: Illustration of the asynchronous UE pointers between Node B and  UE
The features of the “UE allowed TFC subset” and the information available in both Node B and UE (e.g., TFCI in E-DPCCH which has lower error probability than L1 signalling due to coding gain) are exploited in this scheme. No additional signalling is required to make this scheme work. The detailed scheme is illustrated in Fig.3 and it is only implemented at Node B and the sigalling for difference between UE_P and NB_P (either ( or (1 in Fig.3) can be integrated into RG or even these information can be processed in Node B scheduling scheme before generating the RG. 
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Fig.3. Flowchart of the synchronization scheme
Comments on the scheme:

(1) To calculate the single-step adjustment, either (:=min((,M) or (:=(( mod M) and if ( = 0, then ( := M  can be used. The same as (1. The difference is that the both convergence speed and the effect on system performance could be different.
(2) There are several parameters predefined in this scheme to enhance its robustness:

a) N_thres: minimum number of RRs from UE that Node B has to response. This parameter can smooth the wrong decision on Node B to decide UE_P from TFCI information. The smaller the N_thres, the quicker the Node B will reponse. In the other end, the higher the decision error that Node B could make which will cost extra time for this scheme to correct itself. Here we assume RR is a request for more radio resource;

b) TW: time window, which is an integer number of TTI; This parameter can adjust the convergence speed together with N_thres; 

c) M: maximum adjustment for each step; This parameter is used to meet the requirement from the downlink signalling overhead, e.g., M = 4, 2 bits L1 signalling is required;

Both N_thres and TW are implementation-dependant. M can be fixed in standard according to L1 signalling limitation .

(3)
Based on this scheme, some blocks in the flowchart can be easily modified to satisfy different requirement in implementation, i.e., TW is defined as the size of sliding window then the way to calculate N will be changed correspondingly.

6.2 Performance analysis
The convergence speed of this synchronization scheme is not so critical but whether it will converge or not is critical for its application. The absolute convergence is guaranteed:

(1) If UE_P < NB_P, e.g. UE_P = UE_P1 in Fig.2, Node B will detect UE using lower TFCI, it will inform UE to move down UE_P with variable step size. With time going on, NB_P – UE_P is smaller and smaller. It is obvious that finally NB_P – UE_P will fall into (1…M) since those numbers can represent any number (that is, any difference between NB_P and UE_P). The trend of smaller difference will guarantee UE_P converge to NB_P absolutely. Only when UE uses TFCI, which is always under NB_P, this will not function. However, the system performance is unaffected and thus synchronization or not is not a issue. The TFCIs at different time isn’t fixed otherwise it is in confliction with the basic principle of Node B scheduling. The UE will transmit data using as lower TFCI (higher resource utilization according Fig.1) in best-effort.
(2) If UE_P > NB_P, e.g. UE_P = UE_P2 in Fig.2, a certain number of RRs will be signalled from UE, which means that the asynchronization between UE_P and NB_P degrades UE’s performance. Node B will signal UE to move up UE_P with variable step size and then UE will move UE_P over NB_P and go to (1).

(3) No oscillation will occur. When in (2), either no action or it will jump to (1). In (1), this scheme coverges absolutely.

(4) If this scheme is unable to completely remove the difference between UE_P and NB_P due to limited scheduling time, it is still advantageous since it keeps tracking and reducing this difference. So it is effective to prevent Node B scheduling algorithm from avalanche caused by asynchronous UE pointers between Node B and UE incremented by L1 signalling errors, i.e. in severe environment. 

(5) Whenever the asynchronous UE pointers affect the system performance, this synchronization scheme will act on removing this effect. Otherwise, the scheme will not response  and thus no effect on Node B controlled scheduling.
The number of TTI, in which the performance is affected, can be defined as the performance metric to evaluate this scheme. To evaluate its performance or to get a practical value for those predefined parameters, a large amount simulation is needed and thus is for FFS since there are so many things undetermined in HSUPA. Briefly, the relative convergence speed and its effect on system performance can be evaluated as follows:
(1) For the following cases even the UE_P and NB_P are asynchronous, the system performance will not be affected and thus can be ignored:

(a)
If UE_P < NB_P but UE transmits data at a TFC higher than NB_P; This is because NB_P just restricts the upper limit of  the UE allowed TFC subset of UE (Fig. 1);

(b)
If UE_P > NB_P, and without accompanying RR signalling comes from UE to Node B; Since the UE is satisfied the current “UE allowed TFCS subset” no matter it is correct or wrong.

(2) When UE_P<NB_P, using this scheme, the UE_P will converge to NB_P within maximum (NB_P – UE_P) /min((_1, (_2,…, (_n, M) steps,  where (_k is defined the difference between NB_P – UE_P at kth running loop; If UE_P > NB_P, only one or several  step (TW) is needed than UE_P < NB_P which makes UE_P jump to UE_P < NB_P.
This scheme converges absolutely and is able to track and remove the asynchronous difference between the UE pointers in Node B and UE. It provides a solution to prevent the avalanche effect on Node B controlled scheduling scheme caused by the accumulated signalling error which is a topic for FFS in TR25.896. 
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