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1. Introduction

Node B controlled scheduling has been proposed for uplink enhanced DCH [1-8]. We demonstrated throughput comparison of time scheduling and rate scheduling without HARQ in [6-7]. In this document, throughput and fairness comparison of time scheduling and rate scheduling with HARQ is studied. Short term method is employed in both link and system level simulation. 

Vehicular A, 30km/h fading channel is assumed.  
2. System level simulation assumptions
System level simulation assumption is shown in Table 1. Other assumption refers [1].
Table 1 System Level Simulation parameters used in EDCH
	Parameter
	Explanation/Assumption
	Comments

	Cellular layout
	Hexagonal grid, 3-sector sites
7 nodes(sites)
	

	Scheduling method
	Pure time schedule (Greedy filling algorithm with proportional fairness and Round Robin)

& Pure rate scheduling (Round Robin, Channel Sensitive with Max threshold)
	

	User data rates in MCS allocated to the UE
	MCS table refers [1].
8 MCS (MCS1-8) selected from Table2. 
MCS rate after 4 transmissions: 16, 32, 64, 96, 128, 256, 384, 512 kbit/s 
	

	TTI
	2 ms
	

	Channel model
	Vehicular A 30km/h
	

	Traffic model
	Full Buffer
	

	Simulation time
	100s, 4 times
	

	Number of UEs
	10
	

	Target SIR (CIR) for MCS selection
	Required SIR (or CIR) for FER=0.01 + Margin(1dB)
	

	HARQ
	With HARQ
	

	Target CIR for associated DPCCH
	Adjusted by outer loop TPC
	

	SHO method for EDCH
	Maximum ratio combining is assumed for sectors belong to same Node B, otherwise selection combining is assumed.
	

	SHO method for DPCCH
	Associated DPCCH is used for Maximum ratio combining in sectors belong to same Node B
	

	Active set size
	3
	

	Inner loop TPC
	On, step size = +/- 1dB
	

	Inner loop TPC error
	4%
	

	Outer loop TPC
	On, target FER = 1% at 4th transmission; step size 0.5dB
	

	Delay between measurement and assignment
	12 slots
	

	Link results
	Shown in appendix.
	


MCS Table refers [1] and is shown in Table 2.
Table 2
	Transport Block Size
	Number of Code Blocks
	Modulation
	OVSF Code
	Code Rate
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	Rate after 4 Tx  (kbps)

	128(1
	1
	QPSK
	C(4,1)
	0.33
	15
	12
	16

	256(1
	1
	QPSK
	C(4,1)
	0.33
	15
	17
	32

	512(1
	1
	QPSK
	C(4,1)
	0.33
	15
	21
	64

	768(1
	1
	QPSK
	C(4,1)
	0.33
	15
	27
	96

	1024
	1
	QPSK
	C(4,1)
	0.33
	15
	38
	128

	2048
	1
	QPSK
	C(4,1)
	0.53
	15
	47
	256

	3072
	1
	QPSK
	C(2,1)
	0.40
	15
	53
	384

	4096
	1
	QPSK
	C(2,1)
	0.53
	15
	67
	512

	5120
	2
	QPSK
	C(2,1) , C(4,1)
	0.44
	15
	61 , 43
	640

	6144
	2
	QPSK
	C(2,1) , C(4,1)
	0.53
	15
	69 , 49
	768

	7168
	2
	QPSK
	C(2,1) , C(4,1)
	0.62
	15
	77 , 54
	896

	8192
	2
	QPSK
	C(2,1) , C(4,1)
	0.71
	15
	86 , 61
	1024

	    1) Repetition has been used to achieve the given data rates


3. System performance of time scheduling / rate scheduling
Greedy filling algorithm is employed in time scheduling, in which UEs are queued with priority assuming two algorithms, proportional fairness and round robin.
In every scheduling period, the first highest priority UE is then assigned the maximum MCS that can be afforded by its transmitted power margin, then if target RoT not exceeded, the second highest priority UE is then assigned the maximum MCS that it can afford. This operation repeats until that all available received power in Node B consumed, in the other word, target RoT has been reached.

In rate scheduling, every UEs are assigned at least the lowest MCS, if can be afforded by its maximum transmission margin. In each scheduling period, if total scheduled RoT is less than target RoT, UEs will be increased one step MCS up respectively according to their priority in queue, otherwise, UEs will be decreased one step MCS respectively.
In rate scheduling, two algorithms are assumed to generate UEs priority, channel sensitive with Max threshold (abbreviated as channel sensitive) and round robin. In channel sensitive the priority of all UEs is sorted according to their ratio of maximum transmission power margin to DPCCH transmission power. And in round robin, the priority of all UEs is decided in fair way. 

In rate scheduling with channel sensitive, the UE with larger power margin will be rate up earlier and rate down later. In each scheduling period, the rate up/ rate down step of each UE is assumed to be one.
Figure 1 is the comparison of time scheduling with proportional fairness and round robin and rate scheduling with channel sensitive and round robin by average cell throughput vs. average RoT performance. Time scheduling had better throughput performance than that of rate scheduling if similar round robin algorithm is used. We think the reason is small number of UEs with good channel quality and large power margin are assigned with higher bit rate in time scheduling. On the other hand, in rate scheduling, many UEs are assigned simultaneously with relatively lower bit rate. 

In time scheduling, proportional fairness has better performance than that of round robin
, because UEs with good channel condition can be scheduled with higher MCS with priority thus contribute to throughput.

In rate scheduling, channel sensitive has better performance than round robin, because UEs with good channel condition can be rate up at first and rate down at last.

Time scheduling with round robin has almost similar throughput comparing to rate scheduling with channel sensitive.
[image: image3.emf]Average cell throughput as a function of average RoT
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Figure 1 Average cell throughput of EDCH with time scheduling and rate Scheduling
RoT overshoot bigger than 7dB performance comparison of time scheduling and rate scheduling is shown in Figure 2. Overshoot curves are similar among the 4 scheduling methods.

[image: image4.emf]Percentage of time the RoT is greater than 7 dB
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Figure 2 Percentage of time the RoT is greater than 7 dB
Fairness curve comparison of time scheduling and rate scheduling in case of target RoT equal to 5 dB is plotted in Figure 3.
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Figure 3 Fairness curves
Rate scheduling with round robin and time scheduling with proportional fairness have relatively good fairness.

Rate scheduling with round robin has better fairness than that of with channel sensitive.

Time scheduling with proportional fairness has better fairness than that of with round robin.

4. Conclusions 

Time scheduling and rate scheduling was compared in following conditions.
- Full buffer
- 2ms TTI
- 30km/h Vehicular A channel
- With HARQ

Under our simulation condition, time scheduling has better performance than that of rate scheduling.
Appendix
Link simulation is done with short term method. The BLER vs. Ec/Nt performance of HARQ with various MCS in Vehicular A, 30km/h fading channel is demonstrated in Figure 4. Ec/Nt represents combined Ec/Nt of two antennas.
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Figure 4　BLER vs. Ec/Nt of HARQ with various MCS 
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