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1. Introduction 
Currently a shorter TTI is proposed as an enhancement of uplink DCH especially to reduce the packet transmission delay [1]. In our previous contributions [2] and [3], we considered the issue of shorter TTI based on web traffic application. At given Iub delay of 50ms, it was seen that the benefits of physical layer shorter 2ms TTI seems marginal compared to 10ms TTI. As a further investigation of shorter TTI issue, we considered the aspects related to the near real-time streaming application in this contribution

2. Impact of Shorter TTI and Streaming Application
To model the near-real time streaming simulation, the following aspects are considered and assumed in this contribution: 

1. Application Layer: Smaller packet call size 
The streaming traffic consists of very small packet (max. 250 bytes as defined in TR[1]). In general it is true that shorter TTI would be better for small packet size in terms of reduction in packet slice transmission delay. However we should note that, in streaming application, the jitter in transmission delay is also important performance metric considering a presence of de-jitter buffer at application layer. In the presence of de-jitter of large buffer size (e.g. 5 seconds), a difference of few tens msec. in absolute transmission delay makes small difference at end-to-end application QoS. 

2. Transport/RLC Layers: UM RLC and UDP 
For near real-time application, both TCP and RLC layer can be seen as additional source of delay jitter. For example, TCP uses a combination of algorithms which use a packet loss as an indication of congestion, and all alter the number of packets TCP will send before waiting for acknowledgments of those packets. These alterations impacts on the transmission rate available and so change delays seen on a link, providing another source of jitter. TCP raises jitter to an unacceptable level for real-time services. Streaming application has the advantage of not requiring a completely reliable transport level. The loss of a packet will often only introduce a click or a minor break into the output. For these reasons, we consider UDP and transparent UM RLC which provides the way for an application to get as close to meeting real-time constraints as possible.
3. MAC Layer: HARQ and Reordering 
At a given time budget, in general, a shorter TTI could allow more frequent retransmission over a longer TTI. The MAC layer retransmission becomes the only retransmission available as combined with RLC UM and UDP transport layer. Therefore as compared to R99 system, where RLC target BLER should be set to sufficiently enough to meet the requirement of streaming application, EDCH has natural advantage of lower residual BLER due to HARQ. Especially the relaxed target BLER on MAC layer will boost the system capacity thanks to improved Ec/Nt requirement. In addition to HARQ, reordering at MAC layer will also provide in-sequence delivery of IP packets to UDP layer.

Assuming these conditions and assumptions, simulations are performed to measure the distribution of frame slice transmission delay with several combinations of TTI lengths and Iub delay. Source rate of 64kbps as defined in TR[1] is assumed and the uplink rate of 384kbps and 128kbps are chosen to provide sufficient physical layer speed for 64kbps source with overhead (28bytes per IP packet). The overall statistics are summarised in a table shown below and the distributions of frame slice transmission delay are shown in Figure 1 in case of 128kbps.

	Iub/CN delay
	
	2ms, 384kbps
	10ms, 384kbps
	2ms, 128kbps
	10ms, 128kbps

	Iub=10ms

CN=0ms
	Mean
	15.64
	28.79
	34.40
	44.71

	
	Var.
	8.01
	87.01
	183.33
	291.06

	Iub=50ms

CN=0ms
	Mean
	55.67
	68.71
	74.43
	85.14

	
	Var.
	8.06
	83.99
	184.60
	306.64

	Iub=50ms

CN=50ms
	Mean
	105.98
	120.27
	124.77
	136.42

	
	Var.
	8.78
	99.02
	182.31
	319.28


Table 1: Average and Jitter delay of video streaming application @various TTI, max rate, Iub and CN

Unit: ms, Source Rate 64kbps
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Figure 1: Distribution of streaming frame slices @various TTI and Iub delay
From the results shown in Table 1 and Figure 1, we can observe: 
· The minimum transmission delay is lower bounded by Iub delay + TTI.
· The difference in average delay between 2ms and 10ms is smaller than 15 ms for all cases. 

· The delay jitter of 2ms is 10 times smaller than 10ms in case of 384kbps while the gain of 2ms reduces to 50% in case of 128kbps. The large gain at high data rate is due to the fact that the time required by HARQ retransmission is decreased by the shorter TTI. On the other hand, the reduced gain of shorter TTI at lower rate is due to that the lower rate of 128kbps with high initial BLER makes the physical layer almost fully occupied so the transmission time delay gets higher when bigger frame slices are generated consecutively by the source while it gets smaller when smaller frame slices are generated consecutively. 
· The spread of delay due to longer Iub delay seems to be a similar pattern with shorter Iub delay but with shifted by the amount of increased Iub delay. This is as expected because there is no closed loop return path such as RLC or TCP retransmission, so any Iub delay will just add directly to the UL delay but will have no other effect.
· For the all cases examined in this contribution, the span of frame slice transmission delay spread is smaller than 100ms. Therefore in the presence of a de-jitter buffer at the application layer with an order of few seconds, the shorter TTI would not give much benefit in terms of reduction in delay performance. 
3. Conclusion
In this contribution, a delay budget analysis for benefit of shorter TTI is carried out with UDP transport layer and unacknowledged mode RLC configuration. From the simulation results, we observed:
· EDCH with HARQ and reordering functionality can be a good transport channel for video streaming providing lower residual error rate compared to R99 DCH especially when upper layer is configured with UM RLC mode and a UDP transport layer not supporting retransmission mechanism. Due to layer 2 retransmission, it is possible that EbNo relaxation in EDCH can improve the system capacity as well.

· Shorter TTI of 2ms seems provide smaller packet call delay jitter compared to 10 ms TTI (10 times gain at high rate and 50% gain at lower rate). However, note that the de-jitter buffer depth proposed in the TR is 5 seconds, which is very much larger than delay jitter in presented results. So if a de-jitter buffer of an order of seconds is assumed then the QoS at the application layer will depend only on the packet loss rate, not the delay (i.e. the only bad frames will be due to packets that were lost completely, not packets that arrived late). In that case it is expected the TTI length to make no difference to the application layer QoS, but the maximum number of retransmissions should make a difference.
· Even if the simulation results in this contribution shows somewhat less significant gain of shorter TTI, it still remain to be seen whether the scheduling gain with a shorter TTI can improve the system capacity much higher than that of existing 10ms TTI. 
If RAN1 feels that some of results presented in this contribution are useful to be included in TR, a text proposal can be prepared.
4. Simulation Assumptions

	Parameter
	Value
	Comment

	Traffic model
	Near Real Time Video Model
Parameters similar to model defined in TRv112.
Average Rate of 64kbps 
i.e. 8 slices/frame x 10 frames/sec x 100 B/slice
Packet size and inter-arrival: truncated Pareto distr.
	

	UDP/IP configuration
	28bytes header
IP MTU size < 1 slice (max 250B) + header (28B) 
	

	RLC configuration
	PDU size : 320bits
Unacknowledged Mode
	

	DCH uplink
	TTI = n*10 ms
BLER = 1% or 10%
	

	Uu delay, uplink
	UL TTI
	

	Iub and RNC delay
	10ms
	

	CN Delay
	0ms, 50ms, 100ms, 200ms
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