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1 Introduction

This document provides a comprehensive set of performance results comparing the system-level performance of OFDM against WCDMA within the UTRAN HSDPA framework, following the agreed simulation methodology and OFDM design described in ‎[1].  A text proposal containing these system-level performance results and intended for Section A.5 of TR 25.892 ‎[1] is also included.  The performance of the current WCDMA HSDPA UTRAN design was evaluated using both a Rake receiver (the typical current WCDMA receiver) and an MMSE receiver (an advanced WCDMA receiver).

2 Simulation Assumptions

All simulation assumptions for the performance results presented in this document are as detailed in ‎[1].  Any specific exceptions, simplifications, and/or highlights are described below in Table 1.

	Simulation Parameter
	Description

	Channel models
	Pedestrian A and Pedestrian B, both at 3 km/h

	Traffic models
	Full-queue, FTP, HTTP

	Scheduling algorithms
	Maximum throughput and round-robin

	Number of data units
	15 (simulating full loading).  Information bit payload sizes per TTI are listed in Table 9 of ‎[1].

	Link modes
	Only QPSK and 16QAM link modes were used.

	MCS selection
	Performed by selecting the link mode with the highest payload that would yield a raw BLER (i.e. prior to HARQ retransmission) of 10% or less based on the time-delayed reported SIR data from the UE and the AWGN BLER curves from ‎[1].

	Effective SIR calculation
	The OFDM Exponential Effective SIR Mapping (EESM) as described in Section A.4.3 of ‎[1] was used together with the β values presented in ‎[1] for OFDM evaluation.  A subset of 120 representative subcarriers per OFDM symbol (spaced evenly across the spectrum) was used for estimating the OFDM SIR.

	OFDM HARQ modelling
	As described in ‎[3].

	User traffic multiplexing
	Costas sequence approach described in Section 6.2.4.1 of ‎[1].

	MMSE equalizer length
	20 chips

	Interfering cells
	Assumed to be fully loaded.


Table 1:  System-level simulation assumptions
3 System-Level Performance Summary

In this section, the system-level performance results presented in detail in Section ‎4 are summarized.  The results for the maximum throughput scheduler (i.e. the scheduler that maximizes the throughput for the given channel conditions) are presented for both the Pedestrian A and Pedestrian B channel models and for the full-queue, FTP, and HTTP traffic models.  The configuration of 60 users per sector was selected to provide a fair comparison in terms of cell loading among the technologies being considered.

3.1 Full-Queue Traffic

The performance of the maximum throughput scheduler for the two pedestrian channel models is illustrated in Figure 1.  These results are presented in terms of the average over-the-air throughput, given that this is a non-bursty traffic model.
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Figure 1:  Average over-the-air throughput for the full-queue traffic model (maximum throughput scheduling with 60 users per sector)

Referring to Figure 1, it should be noted that OFDM operates near the theoretical capacity of the system in both the Pedestrian A and Pedestrian B channels.  The theoretical capacity can be obtained by considering the highest link mode (16QAM, rate 4/5), and multiplying its data payload size (23041 bits) by the number of TTIs in one second (500).  This yields a theoretical upper capacity of 11.52 Mbps (assuming no HARQ retransmissions are required), which is approximately what OFDM offers for both pedestrian channel models.  This implies that the maximum throughput user is almost always able to use the highest link mode, and it may therefore be possible to further increase OFDM capacity by introducing additional link modes (e.g. with 64QAM modulation).

3.2 FTP Traffic

Figure 2 shows the performance of the maximum throughput scheduler for the two pedestrian channel models when the FTP traffic model is used.  These results are presented in terms of the packet call throughput, since this performance metric corresponds to a direct measure of the end-user experience for FTP traffic.
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Figure 2:  Average packet call throughput for FTP traffic (maximum throughput scheduling with 60 users per sector)

3.3 HTTP Traffic

Figure 3 illustrates the performance of the maximum throughput scheduler for the pedestrian channel models when HTTP traffic is evaluated.  These results are presented in terms of the average packet delay, since this metric corresponds to a direct measure of the end-user experience for this traffic model.  Note that a lower packet delay indicates a better level of performance (as compared to throughput measurements, where higher values correspond to better performance).
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Figure 3:  Average packet delay for HTTP traffic (maximum throughput scheduling with 60 users per sector)
4 System-Level Performance Results

4.1 Full-Queue Performance Results

Figure 4 through Figure 7 show the system-level performance results for both channel models when the full-queue traffic model is used as a traffic source.  The packet delay for full-queue traffic packets is fixed to zero (since the concept of queuing delay for packets in an infinitely long queue is of little value), so this performance metric has been omitted for the full-queue traffic model.  The average packet call throughput for the full-queue traffic model is a direct function of the average over-the-air throughput (here, the average packet call throughput is equal to the average over-the-air throughput divided by the number of users), so this performance metric has also been omitted here.  Note that the same vertical scale has been used in all four sets of graphs to allow for easy comparison.
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Figure 4:  System-level performance results for full-queue traffic in Pedestrian A at 3 km/h with maximum throughput scheduling
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Figure 5:  System-level performance results for full-queue traffic in Pedestrian A at 3 km/h with round robin scheduling
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Figure 6:  System-level performance results for full-queue traffic in Pedestrian B at 3 km/h with maximum throughput scheduling
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Figure 7:  System-level performance results for full-queue traffic in Pedestrian B at 3 km/h with round robin scheduling

4.2 FTP Performance Results

Figure 8 through Figure 11 show the system-level performance results for both pedestrian channel models when the FTP traffic model is used as a traffic source.
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[image: image13.emf]FTP Traffic -- Ped A @ 3 km/h -- Average Packet Call Throughput
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Figure 8:  System-level performance results for FTP traffic in Pedestrian A at 3 km/h with maximum throughput scheduling
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[image: image17.emf]FTP Traffic -- Ped A @ 3 km/h -- Average Packet Call Throughput
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Figure 9:  System-level performance results for FTP traffic in Pedestrian A at 3 km/h with round robin scheduling
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[image: image23.emf]FTP Traffic -- Ped B @ 3 km/h -- Average Packet Delay
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Figure 10:  System-level performance results for FTP traffic in Pedestrian B at 3 km/h with maximum throughput scheduling
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[image: image25.emf]FTP Traffic -- Ped B @ 3 km/h -- Average Packet Call Throughput
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[image: image27.emf]FTP Traffic -- Ped B @ 3 km/h -- Average Packet Delay
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Figure 11:  System-level performance results for FTP traffic in Pedestrian B at 3 km/h with round robin scheduling

4.3 HTTP Performance Results

Figure 12 through Figure 15 show the system-level performance results for both pedestrian channel models when the HTTP traffic model is used as a traffic source.
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[image: image31.emf]HTTP Traffic -- Ped A @ 3 km/h -- Average Packet Delay
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Figure 12:  System-level performance results for HTTP traffic in Pedestrian A at 3 km/h with maximum throughput scheduling
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Figure 13:  System-level performance results for HTTP traffic in Pedestrian A at 3 km/h with round robin scheduling

[image: image36.emf]HTTP Traffic -- Ped B @ 3 km/h -- Average Over-the-Air Throughput

0

0.5

1

1.5

2

2.5

3

3.5

10 20 30 40 50 60 70 80 90 100

Number of Users

Average Over-the-Air Throughput (Mb/s)

OFDM (Max Thru) MMSE (Max Thru) Rake (Max Thru)

[image: image37.emf]HTTP Traffic -- Ped B @ 3 km/h -- Average Packet Call Throughput
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Figure 14:  System-level performance results for HTTP traffic in Pedestrian B at 3 km/h with maximum throughput scheduling
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Figure 15:  System-level performance results for HTTP traffic in Pedestrian B at 3 km/h with round robin scheduling

5 System-Level Evaluation Sensitivity to EESM β Values
In order to evaluate the sensitivity of the exponential effective SIR mapping (EESM) approach and the corresponding system-level performance results to the specific β values that are used, a set of full-queue OFDM system simulations were performed using an alternative set of β values.  This second set of β values was optimized from link-level simulation results generated for the user multiplexing scheme based on a Costas sequence ‎[1].  Both sets of β values are summarized in Table 2.  
	Modulation
	Code Rate
	TR 25.892 β Value
	Costas Seq. β Value

	QPSK
	1/3
	1.49
	1.50

	
	1/2
	1.57
	1.50

	
	2/3
	1.69
	1.64

	
	3/4
	1.69
	1.58

	
	4/5
	1.65
	1.57

	16QAM
	1/3
	3.36
	3.18

	
	1/2
	4.56
	4.21

	
	2/3
	6.42
	5.88

	
	3/4
	7.33
	6.66

	
	4/5
	7.68
	7.05


Table 2:  Estimated β values for the EESM mapping obtained from two different user multiplexing schemes.
Table 3 summarizes the observed average over-the-air throughput values for full-queue traffic that were obtained from OFDM system-level simulations using both of the sets of β values from Table 2.  All other simulation assumptions were as described in Section ‎2 of this document.  Both pedestrian channel models (Ped A and Ped B) were evaluated, as well as both scheduling algorithms (max throughput and round-robin).  As can be seen, almost identical throughput values were obtained for both sets of β values.  Therefore, it appears as though the EESM mapping approach (when used in system-level simulations) is relatively robust and is not highly sensitive to the specific β values that are used, provided that there is not an excessively large difference between the two sets of values.
	Channel Model
	Scheduler
	Users Per Sector
	OTA Thruput with TR 25.892 β Values
	OTA Thruput with Costas β Values

	Ped A
	Max Thruput
	10
	10.77
	10.75

	
	
	20
	11.35
	11.36

	
	
	40
	11.51
	11.51

	
	
	60
	11.52
	11.52

	
	
	80
	11.52
	11.52

	
	
	100
	11.52
	11.52

	
	Round-Robin
	10
	5.16
	5.15

	
	
	20
	4.86
	4.94

	
	
	40
	4.66
	4.64

	
	
	60
	4.74
	4.75

	
	
	80
	4.63
	4.67

	
	
	100
	4.72
	4.71

	Ped B
	Max Thruput
	10
	10.29
	10.20

	
	
	20
	11.16
	11.10

	
	
	40
	11.46
	11.43

	
	
	60
	11.50
	11.50

	
	
	80
	11.51
	11.51

	
	
	100
	11.52
	11.51

	
	Round-Robin
	10
	5.24
	5.15

	
	
	20
	5.14
	5.06

	
	
	40
	5.03
	4.88

	
	
	60
	5.04
	4.94

	
	
	80
	4.99
	4.92

	
	
	100
	5.01
	5.00


Table 3:  Comparison of OFDM over-the-air (OTA) throughputs (given in Mbps) obtained from full-queue system-level simulations with different sets of β values for the exponential effective SIR mapping approach
6 Conclusions

The OFDM performance results presented here for the user multiplexing scheme based on a Costas sequence are essentially identical to those presented previously for a random OFDM subcarrier interleaver ‎[1] using the same β values for the EESM mapping.  It appears as though the specific user multiplexing scheme being used does not have a noticeable impact on system performance (as measured in terms of throughputs, residual BLER, and packet delay) under the simulation assumptions made here (e.g. fully loaded cells, interference can be modelled as AWGN).
The results of Section ‎5, where essentially equivalent OFDM performance results were obtained for two different sets of β values, indicate that the EESM mapping method is relatively robust and is not highly sensitive to the specific β values that are used.  This finding further validates the use of the EESM mapping and accompanying parameters (from ‎[1]) for accurately modelling OFDM link-level performance within system-level simulations.

As a result of the above two conclusions, it is recommended that the system-level performance results contained in this document be included in TR 25.892 as is proposed in Section ‎8.
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8 Proposed Text for Annex A of TR 25.892

8.1 Proposed Text for A.5

The following text proposes a set of system-level performance evaluation results for Section A.5 of TR 25.892 ‎[1].
-------------------------------START of the TEXT --------------------------------------

A.5
System Simulation Results

A.5.1
Reference Performance (White Interference, No Impairments)
The following tables summarize the results of system-level performance evaluations that were conducted according to the simulation assumptions and methodologies described earlier in this Annex.  Note that no code/unit division multiplexing has been performed, i.e. 15 units are assigned to a single user in each TTI.  Note also that the results are based on the following assumptions:

· The interference can be modelled as AWGN.

· Node B/UE impairments are not modelled.

The channel models that were evaluated include Ped A and Ped B, while the traffic models that were evaluated include full-queue, FTP, and HTTP.  Both the maximum throughput and round-robin scheduling algorithms were evaluated.

	Technology
	Users Per Sector
	Average OTA Thruput (Mbps)
	Ave. Packet Call Thruput (kbps)
	Average Residual BLER
	Average Packet Delay (sec)

	OFDM
	10
	10.77
	1077
	0.000
	–

	
	20
	11.35
	567
	0.000
	–

	
	40
	11.51
	288
	0.000
	–

	
	60
	11.52
	192
	0.000
	–

	
	80
	11.52
	144
	0.000
	–

	
	100
	11.52
	115
	0.000
	–

	WCDMA (MMSE)
	10
	10.75
	1075
	0.000
	–

	
	20
	11.38
	569
	0.000
	–

	
	40
	11.50
	287
	0.000
	–

	
	60
	11.51
	192
	0.000
	–

	
	80
	11.52
	144
	0.000
	–

	
	100
	11.52
	116
	0.000
	–

	WCDMA (Rake)
	10
	6.14
	614
	0.000
	–

	
	20
	6.77
	338
	0.000
	–

	
	40
	7.17
	179
	0.000
	–

	
	60
	7.32
	122
	0.000
	–

	
	80
	7.43
	93
	0.000
	–

	
	100
	7.51
	75
	0.000
	–


Table 19:  System-level performance results for full queue traffic in Ped A with maximum throughput scheduling

	Technology
	Users Per Sector
	Average OTA Thruput (Mbps)
	Ave. Packet Call Thruput (kbps)
	Average Residual BLER
	Average Packet Delay (sec)

	OFDM
	10
	5.16
	516
	0.006
	–

	
	20
	4.86
	243
	0.003
	–

	
	40
	4.66
	116
	0.001
	–

	
	60
	4.74
	79
	0.001
	–

	
	80
	4.63
	58
	0.001
	–

	
	100
	4.72
	47
	0.001
	–

	WCDMA (MMSE)
	10
	5.12
	512
	0.007
	–

	
	20
	4.76
	238
	0.003
	–

	
	40
	4.56
	114
	0.001
	–

	
	60
	4.65
	77
	0.002
	–

	
	80
	4.53
	57
	0.002
	–

	
	100
	4.60
	46
	0.002
	–

	WCDMA (Rake)
	10
	3.08
	308
	0.009
	–

	
	20
	2.94
	147
	0.004
	–

	
	40
	2.85
	71
	0.003
	–

	
	60
	2.89
	48
	0.003
	–

	
	80
	2.86
	36
	0.002
	–

	
	100
	2.88
	29
	0.003
	–


Table 20:  System-level performance results for full queue traffic in Ped A with round robin scheduling

	Technology
	Users Per Sector
	Average OTA Thruput (Mbps)
	Ave. Packet Call Thruput (kbps)
	Average Residual BLER
	Average Packet Delay (sec)

	OFDM
	10
	10.29
	1029
	0.000
	–

	
	20
	11.16
	558
	0.000
	–

	
	40
	11.46
	286
	0.000
	–

	
	60
	11.50
	192
	0.000
	–

	
	80
	11.51
	144
	0.000
	–

	
	100
	11.52
	115
	0.000
	–

	WCDMA (MMSE)
	10
	7.78
	778
	0.000
	–

	
	20
	8.57
	428
	0.000
	–

	
	40
	9.33
	233
	0.000
	–

	
	60
	9.62
	160
	0.000
	–

	
	80
	9.92
	124
	0.000
	–

	
	100
	10.08
	102
	0.000
	–

	WCDMA (Rake)
	10
	3.92
	392
	0.000
	–

	
	20
	4.23
	211
	0.000
	–

	
	40
	4.49
	112
	0.000
	–

	
	60
	4.62
	77
	0.000
	–

	
	80
	4.71
	59
	0.000
	–

	
	100
	4.77
	48
	0.000
	–


Table 21:  System-level performance results for full queue traffic in Ped B with maximum throughput scheduling

	Technology
	Users Per Sector
	Average OTA Thruput (Mbps)
	Ave. Packet Call Thruput (kbps)
	Average Residual BLER
	Average Packet Delay (sec)

	OFDM
	10
	5.24
	524
	0.001
	–

	
	20
	5.14
	257
	0.000
	–

	
	40
	5.03
	126
	0.000
	–

	
	60
	5.04
	84
	0.000
	–

	
	80
	4.99
	62
	0.000
	–

	
	100
	5.01
	50
	0.000
	–

	WCDMA (MMSE)
	10
	3.89
	389
	0.000
	–

	
	20
	3.86
	193
	0.001
	–

	
	40
	3.73
	93
	0.000
	–

	
	60
	3.76
	63
	0.000
	–

	
	80
	3.72
	47
	0.000
	–

	
	100
	3.78
	38
	0.000
	–

	WCDMA (Rake)
	10
	2.36
	236
	0.001
	–

	
	20
	2.34
	117
	0.000
	–

	
	40
	2.31
	58
	0.000
	–

	
	60
	2.31
	39
	0.000
	–

	
	80
	2.30
	29
	0.000
	–

	
	100
	2.31
	23
	0.000
	–


Table 22:  System-level performance results for full queue traffic in Ped B with round robin scheduling

	Technology
	Users Per Sector
	Average OTA Thruput (Mbps)
	Ave. Packet Call Thruput (kbps)
	Average Residual BLER
	Average Packet Delay (sec)

	OFDM
	10
	3.99
	3363
	0.021
	1.30

	
	20
	4.28
	3034
	0.016
	1.40

	
	40
	4.75
	2128
	0.011
	2.02

	
	60
	5.49
	1425
	0.005
	2.98

	
	80
	6.55
	911
	0.001
	4.61

	
	100
	7.57
	596
	0.000
	6.51

	WCDMA (MMSE)
	10
	3.88
	3252
	0.024
	1.33

	
	20
	4.10
	2399
	0.020
	1.47

	
	40
	4.72
	2098
	0.011
	2.00

	
	60
	5.56
	1366
	0.005
	3.09

	
	80
	6.59
	880
	0.001
	4.65

	
	100
	7.54
	593
	0.000
	6.55

	WCDMA (Rake)
	10
	2.77
	2154
	0.027
	2.01

	
	20
	3.04
	1743
	0.018
	2.51

	
	40
	3.66
	1016
	0.007
	4.22

	
	60
	4.54
	524
	0.001
	7.60

	
	80
	5.14
	322
	0.000
	11.25

	
	100
	5.57
	224
	0
	13.54


Table 23:  System-level performance results for FTP traffic in Ped A with maximum throughput scheduling

	Technology
	Users Per Sector
	Average OTA Thruput (Mbps)
	Ave. Packet Call Thruput (kbps)
	Average Residual BLER
	Average Packet Delay (sec)

	OFDM
	10
	3.90
	3055
	0.021
	1.41

	
	20
	3.87
	2237
	0.022
	2.00

	
	40
	4.03
	1042
	0.018
	4.32

	
	60
	4.09
	351
	0.009
	12.23

	
	80
	4.08
	165
	0.004
	24.07

	
	100
	4.17
	116
	0.003
	31.41

	WCDMA (MMSE)
	10
	3.79
	2942
	0.026
	1.44

	
	20
	3.77
	2157
	0.026
	2.03

	
	40
	3.86
	884
	0.022
	5.02

	
	60
	3.95
	329
	0.012
	12.92

	
	80
	3.94
	158
	0.006
	24.93

	
	100
	4.02
	108
	0.004
	33.47

	WCDMA (Rake)
	10
	2.65
	1860
	0.029
	2.38

	
	20
	2.62
	1138
	0.030
	3.90

	
	40
	2.75
	336
	0.018
	12.84

	
	60
	2.66
	127
	0.008
	30.28

	
	80
	2.76
	83
	0.005
	40.37

	
	100
	2.75
	62
	0.004
	48.61


Table 24:  System-level performance results for FTP traffic in Ped A with round robin scheduling

	Technology
	Users Per Sector
	Average OTA Thruput (Mbps)
	Ave. Packet Call Thruput (kbps)
	Average Residual BLER
	Average Packet Delay (sec)

	OFDM
	10
	3.80
	3153
	0.004
	1.38

	
	20
	4.01
	2702
	0.002
	1.61

	
	40
	4.45
	1802
	0.002
	2.33

	
	60
	5.10
	1026
	0.001
	3.97

	
	80
	6.11
	601
	0.000
	6.28

	
	100
	6.90
	413
	0.000
	8.20

	WCDMA (MMSE)
	10
	3.27
	2636
	0.003
	1.68

	
	20
	3.39
	2100
	0.003
	2.07

	
	40
	3.83
	1170
	0.002
	3.56

	
	60
	4.67
	636
	0.000
	6.38

	
	80
	5.45
	366
	0.000
	9.57

	
	100
	6.04
	274
	0.000
	10.86

	WCDMA (Rake)
	10
	2.32
	1664
	0.004
	2.63

	
	20
	2.47
	1210
	0.002
	3.58

	
	40
	3.03
	490
	0.000
	8.54

	
	60
	3.58
	246
	0.000
	14.61

	
	80
	3.88
	161
	0.000
	19.22

	
	100
	4.10
	119
	0.000
	23.39


Table 25:  System-level performance results for FTP traffic in Ped B with maximum throughput scheduling

	Technology
	Users Per Sector
	Average OTA Thruput (Mbps)
	Ave. Packet Call Thruput (kbps)
	Average Residual BLER
	Average Packet Delay (sec)

	OFDM
	10
	3.77
	2956
	0.003
	1.46

	
	20
	3.85
	2233
	0.003
	1.99

	
	40
	3.89
	905
	0.002
	4.96

	
	60
	4.02
	338
	0.001
	12.62

	
	80
	4.22
	180
	0.000
	22.36

	
	100
	4.32
	123
	0.000
	29.87

	WCDMA (MMSE)
	10
	3.09
	2239
	0.005
	2.02

	
	20
	3.12
	1548
	0.004
	2.93

	
	40
	3.25
	544
	0.003
	8.14

	
	60
	3.34
	200
	0.001
	20.55

	
	80
	3.37
	118
	0.001
	31.54

	
	100
	3.49
	85
	0.000
	39.57

	WCDMA (Rake)
	10
	2.15
	1401
	0.005
	3.25

	
	20
	2.23
	827
	0.004
	5.46

	
	40
	2.25
	190
	0.002
	21.86

	
	60
	2.25
	96
	0.001
	37.37

	
	80
	2.27
	63
	0.000
	48.48

	
	100
	2.29
	48
	0.000
	55.55


Table 26:  System-level performance results for FTP traffic in Ped B with round robin scheduling

	Technology
	Users Per Sector
	Average OTA Thruput (Mbps)
	Ave. Packet Call Thruput (kbps)
	Average Residual BLER
	Average Packet Delay (sec)

	OFDM
	10
	2.87
	456
	0.027
	0.14

	
	20
	2.89
	448
	0.027
	0.12

	
	40
	2.91
	442
	0.026
	0.15

	
	60
	3.00
	435
	0.023
	0.14

	
	80
	3.06
	426
	0.021
	0.16

	
	100
	3.13
	414
	0.019
	0.17

	WCDMA (MMSE)
	10
	2.73
	442
	0.034
	0.14

	
	20
	2.78
	446
	0.031
	0.13

	
	40
	2.84
	438
	0.029
	0.15

	
	60
	2.91
	427
	0.027
	0.15

	
	80
	2.98
	422
	0.025
	0.16

	
	100
	3.06
	416
	0.022
	0.19

	WCDMA (Rake)
	10
	2.16
	436
	0.038
	0.19

	
	20
	2.14
	428
	0.038
	0.23

	
	40
	2.17
	408
	0.035
	0.23

	
	60
	2.27
	394
	0.029
	0.23

	
	80
	2.34
	382
	0.026
	0.27

	
	100
	2.44
	362
	0.022
	0.29


Table 27:  System-level performance results for HTTP traffic in Ped A with maximum throughput scheduling

	Technology
	Users Per Sector
	Average OTA Thruput (Mbps)
	Ave. Packet Call Thruput (kbps)
	Average Residual BLER
	Average Packet Delay (sec)

	OFDM
	10
	2.93
	451
	0.027
	0.12

	
	20
	2.87
	457
	0.028
	0.15

	
	40
	2.94
	454
	0.026
	0.16

	
	60
	2.86
	436
	0.027
	0.20

	
	80
	2.91
	428
	0.026
	0.21

	
	100
	2.93
	412
	0.026
	0.25

	WCDMA (MMSE)
	10
	2.76
	442
	0.032
	0.13

	
	20
	2.75
	447
	0.034
	0.14

	
	40
	2.81
	449
	0.031
	0.17

	
	60
	2.84
	436
	0.031
	0.20

	
	80
	2.85
	425
	0.032
	0.24

	
	100
	2.86
	409
	0.030
	0.26

	WCDMA (Rake)
	10
	2.11
	426
	0.041
	0.19

	
	20
	2.13
	420
	0.040
	0.22

	
	40
	2.12
	405
	0.039
	0.23

	
	60
	2.13
	389
	0.037
	0.30

	
	80
	2.18
	370
	0.035
	0.42

	
	100
	2.20
	338
	0.034
	0.56


Table 28:  System-level performance results for HTTP traffic in Ped A with round robin scheduling

	Technology
	Users Per Sector
	Average OTA Thruput (Mbps)
	Ave. Packet Call Thruput (kbps)
	Average Residual BLER
	Average Packet Delay (sec)

	OFDM
	10
	3.00
	469
	0.005
	0.16

	
	20
	3.19
	466
	0.003
	0.13

	
	40
	3.12
	453
	0.004
	0.14

	
	60
	3.18
	442
	0.003
	0.15

	
	80
	3.17
	432
	0.003
	0.17

	
	100
	3.24
	424
	0.003
	0.19

	WCDMA (MMSE)
	10
	2.66
	446
	0.005
	0.15

	
	20
	2.65
	453
	0.005
	0.18

	
	40
	2.67
	443
	0.005
	0.20

	
	60
	2.71
	422
	0.005
	0.18

	
	80
	2.73
	407
	0.004
	0.21

	
	100
	2.78
	389
	0.004
	0.23

	WCDMA (Rake)
	10
	1.94
	424
	0.005
	0.24

	
	20
	1.97
	423
	0.005
	0.26

	
	40
	2.01
	400
	0.005
	0.29

	
	60
	2.08
	380
	0.004
	0.31

	
	80
	2.09
	351
	0.004
	0.36

	
	100
	2.19
	320
	0.003
	0.42


Table 29:  System-level performance results for HTTP traffic in Ped B with maximum throughput scheduling

	Technology
	Users Per Sector
	Average OTA Thruput (Mbps)
	Ave. Packet Call Thruput (kbps)
	Average Residual BLER
	Average Packet Delay (sec)

	OFDM
	10
	3.06
	468
	0.004
	0.13

	
	20
	3.11
	468
	0.004
	0.14

	
	40
	3.11
	461
	0.004
	0.16

	
	60
	3.06
	448
	0.004
	0.17

	
	80
	3.12
	440
	0.004
	0.20

	
	100
	3.13
	430
	0.003
	0.25

	WCDMA (MMSE)
	10
	2.64
	464
	0.005
	0.16

	
	20
	2.60
	458
	0.005
	0.19

	
	40
	2.57
	438
	0.006
	0.21

	
	60
	2.63
	429
	0.005
	0.23

	
	80
	2.64
	416
	0.005
	0.29

	
	100
	2.66
	395
	0.005
	0.35

	WCDMA (Rake)
	10
	1.95
	432
	0.006
	0.24

	
	20
	1.96
	427
	0.006
	0.25

	
	40
	1.94
	408
	0.005
	0.32

	
	60
	1.98
	387
	0.005
	0.42

	
	80
	1.97
	346
	0.005
	0.49

	
	100
	1.99
	296
	0.004
	0.80


Table 30:  System-level performance results for HTTP traffic in Ped B with round robin scheduling

-------------------------------END of the TEXT --------------------------------------
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