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1 Introduction
TR25.895 v1.3.1 [1] contains several errors that are almost editorial. These errors are summarized below:

section 4

Section 4 (“Reference higher chip rate configuration”) is complete, however there is still an editor’s note stating that “This section will describe a reference higher chip rate configuration to enable analysis of feasibility and potential benefits”. This editor’s note is no longer relevant and needs deleting.

section 5.1

Annex A contains the reference channel models used for simulations, thus section 5.1 is not necessary. It is proposed that section 5.1 merely references subclause A.2 in annex A.

section 5.3.2.5.4

Quotation marks exist around the sentence "The cell throughput of a 7.68Mcps cell is greater than the combined cell throughput of twin parallel 3.84 Mcps cells in channel types where 7.68Mcps exhibits a link level gain with respect to 3.84Mcps.” These quotation marks are unnecessary and should be removed.
section 5.3.2.5.5
The sentence “Note that the packet delay results of sections 5.3.2.2 and 5.3.2.3 are mean packet delay results and refer to the delay between a packet arriving at the Node B and it being successfully received at the Node B” is unclear. The intention of the sentence was that the results of section 5.3.2.2 and 5.3.2.3 refer to the delay between packets arriving at the Node B and being successfully acknowledged at the Node B (following transmission to the UE). This sentence should be changed accordingly.

There is an incorrect reference to section 5.3.2.4.1 in the sentence “This reduced packet delay occurs due to the same reasons that the packet call rate is higher at 7.68Mcps than it is at 3.84Mcps (see section 5.3.2.4.1)…” The correct reference is section 5.3.2.5.1: this reference should be changed accordingly.

section 5.5.1.1

The definition of the parameter ‘S’ is missing in Table 74. ‘S’ refers to the number of overlaps in the overlap-save method of joint detection. The number of overlaps can be calculated from other values in Table 74. The required value of ‘S’ is 
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. It is proposed that the value of S=6 (which is consistent with other values in the table) is inserted in Table 74.
section B.3.1

Defining the typical load offered per user during the busy period is not consistent with UMTS 30.03 [2]. This parameter need not be defined in the simulation methodology. It is proposed to delete the definition of the typical load offered per user. 

2 References
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3 Text Proposal

It is proposed that the errors outlined in the introduction to this document are corrected according to the following text proposal.

<<<<<<<<<<<<<<<<<<<<<<<<<< START OF TEXT PROPOSAL >>>>>>>>>>>>>>>>>>>>>>>>>

4
Reference Higher Chip Rate Configuration


<<<<<<<<<<<<<<<< NEXT SECTION >>>>>>>>>>>>>>>>>

5.1
Reference Channel Models


The simulations in this section are based on the channel models defined in subclause A.2.
<<<<<<<<<<<<<<<< NEXT SECTION >>>>>>>>>>>>>>>>>

5.3.2.5.4
Higher Cell Throughput at 7.68Mcps

The cell throughput of a 7.68Mcps cell is greater than the combined cell throughput of twin parallel 3.84 Mcps cells in channel types where 7.68Mcps exhibits a link level gain with respect to 3.84Mcps.
The increased cell throughput is most evident when the system is heavily loaded (when the system is lightly loaded, the cell throughput is limited by the offered load).

Table 70 compares the cell throughputs exhibited by a single 7.68Mcps system to the combined cell throughput for two parallel 3.84Mcps systems. The comparison is performed with 160 UEs serviced by the single 7.68Mcps system and 160 UEs serviced by two parallel 3.84Mcps systems. Results are shown for the HTTP / TCP traffic model and max C/I scheduler. Similar results are shown for the FTP / TCP traffic model in Table 71with 40 UEs serviced by the single 7.68Mcps system and 40 UEs serviced by two parallel 3.84Mcps systems (40 UEs is considered to be a reasonable number of UEs at which the system is not overloaded with the FTP / TCP traffic model).

Table 70 – Cell throughput gains for 7.68Mcps wrt 3.84Mcps for the HTTP / TCP traffic model (160 UEs)

	channel
	7.68Mcps cell throughput (1 sector) / kbps
	3.84Mcps cell throughput (2 sectors) / kbps
	Cell throughput increase (%)

	AWGN
	2118
	2125
	0

	PA3
	2080
	1926
	8

	PB3
	2054
	1965
	5

	VA30
	1863
	1815
	3

	VA120
	1936
	1803
	7

	mixed
	2079
	2035
	2


Table 71 – Cell throughput gains for 7.68Mcps wrt 3.84Mcps for the FTP traffic model (40UEs)

	channel
	7.68Mcps cell throughput (1 sector) / kbps
	3.84Mcps cell throughput (2 sectors) / kbps
	Cell throughput increase (%)

	AWGN
	3303
	3286
	1

	PA3
	3045
	2676
	14

	PB3
	2982
	2696
	11

	VA30
	2514
	2470
	2

	VA120
	2583
	2556
	1

	mixed
	3035
	2811
	8


There are several reasons for the increased cell throughput at the higher chip rate :

· 7.68Mcps exhibits link level performance gains in some channels. This effect is most noticeable in channel PA3 (where there is a link level gain of approximately 2dB at an operating point of 10% BLER and there is a significant cell throughput gain).

· There are more UEs in high C/I conditions per sector at 7.68Mcps than at 3.84Mcps.

· The Node B is able to transmit more HS-SCCH at 7.68Mcps than at 3.84Mcps. There are thus more UEs with recent CQI information at the higher chip rate. In channels where the scheduler attempts to follow the fast fading profile of the channel (pedestrian channels), transmissions may be performed with a higher AMC level (the CQI derating parameter has a lesser effect on newer CQI reports : see section 5.3.2.2). 

<<<<<<<<<<<<<<<< NEXT SECTION >>>>>>>>>>>>>>>>>

5.3.2.5.5
Lower Packet Delay at 7.68Mcps

Note that the packet delay results of sections 5.3.2.2 and 5.3.2.3 are mean packet delay results and refer to the delay between a packet arriving at the Node B and it being successfully acknowledged at the Node B (following transmission to the UE). The packet delay thus includes the buffering delay at the Node B. The round trip time (which impacts TCP slow start performance) cannot be derived directly from the results of sections 5.3.2.2 and 5.3.2.3 (however, this round trip time is inherently modeled in the system simulator).

The mean packet delays with the max C/I scheduler and 120 UEs per sector at 7.68Mcps and 120 UEs per two sectors at 3.84Mcps with the HTTP TCP traffic model are shown in Table 72.

Table 72 – Mean delay for 7.68Mcps wrt 3.84Mcps for the HTTP TCP traffic model (120 UEs) with the max C/I scheduler

	channel
	7.68Mcps mean delay / seconds
	3.84Mcps mean delay / seconds
	mean delay increase of 7.68Mcps wrt 3.84Mcps (%)

	AWGN
	0.15
	0.24
	-38

	PA3
	0.17
	0.37
	-54

	PB3
	0.16
	0.25
	-36

	VA30
	0.20
	0.36
	-44

	VA120
	0.17
	0.34
	-50

	mixed
	0.16
	0.39
	-59


Table 73 shows a similar comparison for the FTP traffic model with 30 UEs per sector at 7.68Mcps and 30 UEs per two sectors at 3.84Mcps with the FTP TCP traffic model.

Table 73 – Mean delay for 7.68Mcps wrt 3.84Mcps for the FTP TCP traffic model (120 UEs) with the max C/I scheduler

	channel
	7.68Mcps mean delay / seconds
	3.84Mcps mean delay / seconds
	mean delay increase of 7.68Mcps wrt 3.84Mcps (%)

	AWGN
	1.67
	2.38
	-30

	PA3
	3.42
	7.78
	-56

	PB3
	4.79
	7.21
	-34

	VA30
	8.73
	18.28
	-52

	VA120
	11.21
	10.57
	6

	mixed
	3.82
	6.97
	-45


The mean TCP packet delay seen at 7.68Mcps is significantly less than at 3.84Mcps. This reduced packet delay occurs due to the same reasons that the packet call rate is higher at 7.68Mcps than it is at 3.84Mcps (see section 5.3.2.5.1), namely :

· reduced blocking probability at 7.68Mcps compared to 3.84Mcps

· ability to allocate more resource to UEs in some channel conditions per TTI at 7.68Mcps
· improved link level performance at 7.68Mcps compared to 3.84Mcps
<<<<<<<<<<<<<<<< NEXT SECTION >>>>>>>>>>>>>>>>>

5.5.1.1 Joint Detector Complexity

Joint detection in the frequency domain is less complex than joint detection in the time domain [11] ([11] also describes an algorithm for performing joint detection in the frequency domain). 

The complexity of the frequency domain joint detection algorithm in [11] applied to both 3.84Mcps and 7.68Mcps is analysed in Table 75 : the parameter values applied at 3.84Mcps and 7.68Mcps are detailed in Table 74.

Table 74 - Complexity parameter values

	parameter
	3.84Mcps value
	7.68Mcps value

	N = symbols / payload
	69
	69

	Q = spreading factor
	16
	32

	W = channel dispersion
	57
	114

	K = users
	16
	32

	D = FFT size
	32
	32

	p- = prelap symbols
	3
	3

	p+ = postlap symbols
	5
	5

	L = payloads per burst
	2
	2

	S = number of overlaps
	6
	6


-------------- rest of section 5.5.1.1 is not modified ------------------

<<<<<<<<<<<<<<<< NEXT SECTION >>>>>>>>>>>>>>>>>

B.3.1
Release 99 / 4 type bearers

Calls are created according to a Poisson process as a function of the system load in Erlangs. The call duration is exponentially distributed with a mean of 120 seconds. 
<<<<<<<<<<<<<<<<<<<<<<<<<< END OF TEXT PROPOSAL >>>>>>>>>>>>>>>>>>>>>>>>>
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