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1. Introduction

In the previous WG1 meeting there were couple of papers available , discussing the delay benefits due to shorter TTI, [1][2]. There was unfortunately no time to present and discuss these papers in last meeting.

We have updated our contribution [1] on this topic in such way, that it has been split into two separate papers to clarify the discussions. The HARQ benefits topic is now clearly put in to a separate contribution [3]. That is pretty much a copy paste of the first part of our contribution in the previous meeting. There we explain what is our understanding how retransmissions (RLC) are optimised in current systems for delay sensitive services, and what kind of philosophy is probably needed to be used with L1 retransmissions in Enhanced Uplink DCH, to further minimize the delay. These are discussed only for delay sensitive services, i.e. interactive traffic class.

In this paper we concentrate on the topic, what is the benefit of shorter TTI from delay point of view. Some of the results are copy pasted from [1]. We also provide some new results, in order to be able to do some comparison with results in [2] from Ericsson. We also discuss the parameters and results from Ericsson [2] a little bit, in order to help to understand how our results should /can be compared to those.

2. Discussing the results from previous meeting [1],[2]

2.1 Nokia results from [1]

2.1.1 General comments to [1] 

Having given some thought to this issue since last meeting, actually our results in the previous meeting were not fully sensible in that sense, that  our reference to which we compared the L1 retransmissions, was a rel99 system using RLC retransmission using BLER target of 10%.  As we now say in [3] , we think that a more sensible reference for delay sensitive services is RLC retransmissions with BLER target of 1 %. Since that BLER target is currently needed for very delay sensitive services. Only with that kind of reference we get the understanding , whether we are able to improve the delay in absolute value compared to the best possible case in current systems.

2.1.2 Results from our previous contribution [1]

We show here anyway also our results from our previous contribution, since they were never discussed, and somebody might have had questions to these results also. Cases simulated and the parameters used can be found from tables 1 and 2.

Table 1. Simulated cases to be compared 

	Cases
	Explanation

	RLC 10 % (reference)
	R’99 scheme with only RLC retransmissions. BLER target 10 % in air interface. TTI =10 ms is used here. RLC retransmission round trip time is 100 ms .

	RLC 5 %
	R’99 scheme with only RLC retransmissions. BLER target 5 % in air interface. 

TTI =10 ms is used here. RLC retransmission round trip time is 100 ms .

	HARQ (10%)  10 ms TTI
	L1 H-ARQ with soft combining. L1 retransmission round trip time is = 40 ms . BLER is 10% for the first transmission and 0% for the first retransmission (always goes through).

	HARQ (10%)  2 ms TTI
	L1 H-ARQ with soft combining. L1 retransmission round trip time is = 14 ms. BLER is 10% for the first transmission and 0% for the first retransmission (always goes through).


Table 2. Parameters used in the simulations  (mainly related to TCP/IP modelling). 

	Parameters
	Explanation

	Packet size 
	10 kByte

	Bit rate
	384 kbit/s

	RLC block size
	320 bits

	RLC window size
	1024 blocks (=328 kbit)



	Initial cwnd
	2

	MSS
	1500 B


	TCP /IP round trip time
	X + air interface. Values X = 160ms or X= 60ms were studied here.



	
	X :

UE UL Processing

NodeB UL processing

Iub delay

RNC delay

NodeB DL processing

UE DL processing

Internet delay
	Air interface:

Uu delay uplink

Uu delay downlink

And the retransmissions (RLC or L1 ).

(see the table 1 for the values of these).




Table 3. The delay reduction assuming a TCP/IP RTT = 160ms + air interface. 

	Method
	10 kByte

	
	50 % delay
	95 % delay

	RLC (10 %)
	700 ms

(Reference) 
	870 ms

(Reference)

	RLC (5 %)
	610 ms

(13 %)
	780 ms

(10 %)

	HARQ (10%), 10 ms TTI
	630 ms

(10 %)
	670 ms

(24 %)

	HARQ (10%), 2 ms TTI
	590 ms

(16 %)
	610 ms

(30 %)


Table 4. The delay reduction assuming a TCP/IP RTT = 60ms + air interface. 

	Method
	10 kByte

	
	50 % delay
	95 % delay

	RLC (10 %)
	410 ms

(Reference) 
	600 ms

(Reference)

	RLC (5 %)
	380 ms

(7 %)
	500 ms

(17 %)

	HARQ (10%), 10 ms TTI
	350 ms

(15 %)
	390 ms

(35 %)

	HARQ (10%), 2 ms TTI
	330 ms

(20 %)
	350 ms

(42 %)


From these results we concluded already last time that the introduction of a shorter TTI will mean less than 10 % additional reduction in the maximum and average delay. And that maximum delay can be significantly reduced by introducing simply a lower layer (H)ARQ with 10 ms TTI. That already gives 24-35 % delay reduction for the maximum delay, depending on the TCP/IP RTT used.
However, now we think , as said in the previous subsection, naturally we should first think carefully about what is the retransmission scheme and parameterisation in rel99 to which we should compare any proposed schemes in Enhanced uplink DCH. Now we are thinking that it is probably RLC retransmission with 1 % BLER target to which we should compare the new schemes, to find out whether we can reduce the delay in absolute value. For that we give more results in chapter 3. 

2.2 Ericsson results [2]

Some comments to results shown in [2] from Ericsson in the previous meeting are given in this subsection:

1. Benefit of 2ms TTI should be studied assuming that L1 retransmissions are utilised

The first comment is that in [2], RLC retransmissions with 10ms TTI are compared to RLC retransmissions with 2ms TTI, and drawn the conclusions from that , what is the benefit of 2ms TTI. Our understanding has been that there is almost a consensus in the WG1 that some kind of L1 retransmission scheme (L1 ARQ with or without soft combining) will probably be concluded to be beneficial and will probably be raised as a work item. If this is the current status, we think that the benefit of 2 ms TTI should be analysed so that L1 retransmissions are included in the model. 

If the delay benefit of 2 ms TTI is studied so that it is modeled assuming only RLC retransmissions are possible, naturally the delay benefit , what could be obtained from L1 retransmissions, looks like it is then obtained from 2 ms TTI.  The situation is the similar to when discussing several methods for giving diversity gain in fading channels. If they are modeled separately, it looks like all the methods give gain. But if they are all modeled on top of each other in the same simulation, most of the gain is obtained from the first method, and negligible gain from the others. 

2. TCP/IP round trip time (network delays)

In order for people to be able to compare Ericsson’s delay components with ours, Table 5 gives a draft clarification how Ericssons delay components map to the parameterisation naming what we have used, to our understanding . Nokia used values X=160ms and X=60ms in [1].

Table 5. Ericssons delay components defined in terms of Nokia parameterisation: X + air interface.

	Parameters
	Ericsson’s X with 10 ms TTI
	Ericsson’s X with 2ms TTI

	With low internet delay
	X=40.5 ms
	X=20.5 ms

	With high internet delay
	X=90.5 ms
	X=70.5 ms


So, the comment from us is that the TCP/IP round trip time and network delay values in general used in [2] by Ericsson are very short especially with 2ms TTI case. Our understanding is that this does not represent the status of current networks or a realistic situation even with future networks. E.g the total delay for Iub and RNC was assumed to be 3ms by Ericsson, just being one example of unrealistic assumptions. It is also noted that Ericsson’s delay components do not assume any scheduling delays in downlink. In HSDPA, it will decrease the capacity if no delays are allowed for scheduling, since then the scheduler is not able to utilise the CQI information in the best possible way.
It is noted that when HSDPA issues (e.g L2 buffer sizes) were discussed in WG2 just one year ago, then the possible improvements in network delays were also discussed. At the beginning of that discussion, Nokia actually did point out that in the future the network delays will be shorter, but in that discussion, this kind of comment from us was not seen acceptable at all by the rest of the WG2. Following the same lines, we have had the understanding that we cannot assume that the network delays are automatically assumed to be reduced tremendously in a near future. Instead we should look at the current realistic network delays, and maybe only some moderate improvements to those. And with those kind of assumptions, we should analyse what is the delay benefit of 2ms TTI. Otherwise, we should actually go back and rediscuss the HSDPA L2 buffers in release 6, to further minimize them. 

If differing opinions exist for realistic network delay values in WG1, WG1 should send an LS to WG2/WG3 , asking what kind of TCP/IP round trip time or generically what kind of philosophy WG1 should assume in the delay analysis for shorter TTI. Should we use the similar assumption as were used for HSDPA that no tremendous delay improvement in the network delay components should be assumed. There will be probably some L2 buffer size discussions to be done later on also for EDCH in L2, so also for that purpose we should coordinate the opinions between WG1 and WG2 before any decisions can be made. If very small network delays are assumed when the delay benefits are studied for shorter TTI, our opinion is that then these network delays should be clearly written down in the TR, as clear assumptions for the Enhanced Uplink. This meaning then that also any issue Enhanced Uplink, when finally specified, should be assuming the optimized network delays defined in the TR. 

3. TCP /IP settings

It was not clarified in [2] from Ericsson what kind of TCP/IP settings were used. We mean parameters like MSS, initial cwnd, awnd. With these parameters it is possible to optimize the delay. 

3. New results from us

3.1 General

The issues what we have studied further from delay analysis point of view, are following:

· Very short (unrealistic) TCP/IP round trip times, in order simply to do some checking that our simulator gives the similar results as Ericsson’s.

· Smaller packet sizes. We used last time 10 kbyte packet as the main evaluation case in [1]. In [2] Ericsson used a distribution with median 5 kbytes, which means that a lot of the packets were probably very small. Naturally the delay reduction is biggest with very small packet sizes, and then it gradually vanishes when the packet size increases. For checking again the simulators that they give similar results, we studied also the smaller packet sizes this time.

· Also more realistic TCP/IP round trip times with smaller packet sizes were studied.

3.2 Results with very short (unrealistic ) TCP/IP round trip times 

Here we show results with similar TCP/IP round trip times as what Ericsson was showing in [2], since there the smallest X =20 ms (X+air interface defining the TCP/IP round trip time). It can be concluded that we do get a  similar delay reduction as Ericsson was showing, up to 20-30 %, if the TCP/IP round trip times are very small. However these kind of network delays are not realistic. E.g. the Iub and RNC delay together being 3 ms ? All the delay component values in [2] are clearly much shorter than what we believe they can be in real life even in future.

Table 6. Delay reduction assuming a TCP/IP RTT of 

· 18 ms + air interface for 10 ms TTI 

· 8 ms + air interface for 2 ms TTI. 

	Method
	1 kByte
	5 kByte
	10 kByte

	
	50% delay
	95% delay
	50% delay
	95 % delay
	50% delay
	95 % delay

	HARQ (1%)

10 ms
	50 ms

(reference)
	50 ms 

(reference)
	150 ms

(reference)
	170 ms

(reference)
	260 ms

(reference)
	280 ms

(reference)

	HARQ (1%)

 2 ms
	32 ms

(36 %)
	40 ms

(20 %)
	125 ms

(17 %)
	135 ms

(20 %)
	235 ms

(10 %)
	245 ms

(12 %)


3.3 Results with  TCP/IP round trip times we think are more realistic

Here we show results with what we think are more realistic TCP/IP round trip times. 

In table 7 we have selected a value for X what we think could be realistic in the current networks. Note here it is also assumed that scheduling delays for HSDPA are included in X in order to optimize the HSDPA capacity. It can be seen that the delay reduction is around 10 % also with very small packet sizes. It is also shown for clarification, that the delay reduction is gradually vanishing for larger packet sizes.

Table 7. Delay reduction assuming a TCP/IP RTT of 

· 158 ms + air interface for 10 ms TTI 

· 148 ms + air interface for 2 ms TTI. 

	Method
	1 kByte
	5 kByte
	10 kByte

	
	50% delay
	95% delay
	50% delay
	95 % delay
	50% delay
	95 % delay

	RLC (1%) 
	190 ms
	190 ms
	560 ms
	650 ms
	660 ms
	750 ms

	HARQ (1%)

10 ms
	190 ms

(reference)
	190 ms 

(reference)
	560 ms

(reference)
	590 ms

(reference)
	660 ms

(reference)
	690 ms

(reference)

	HARQ (1%)

2 ms
	172 ms

(9 %)
	175 ms

(13 %)
	522 ms

(7 %)
	530 ms

(10 %)
	630 ms

(4 %)
	640 ms

(7 %)


In table 8 we have selected some smaller value for X as an example. It can be seen that the delay reduction is now up to 20 % with the lowest packet sizes. With packet sizes 10kBytes and up, the delay reduction is again below 10 %. 
Table 8. Delay reduction assuming a TCP/IP RTT of 

· 58ms + air interface for 10ms TTI

· 48ms +air interface for 2ms TTI. 

	Method
	1 kByte
	5 kByte
	10 kByte
	100 kByte

	
	50% delay
	95% delay
	50% delay
	95 % delay
	50% delay
	95 % delay
	50%delay
	95 % delay

	HARQ (1%)

10ms
	90 ms

(ref.)
	90 ms 

(ref.)
	260 ms

(ref.)
	290 ms

(ref.)
	360 ms

(ref.)
	390 ms

(ref.)
	2300 ms

(ref.)
	2330 ms

(ref.)

	HARQ (1%)

 2ms
	72 ms

(20 %)
	75 ms

(17 %)
	222 ms

(15 %)
	235 ms

(19 %)
	330 ms

(8 %)
	340 ms

(8 %)
	2270 ms

(1 %)
	2280 ms

(2 %)


4. CONCLUSIONs

In this contribution we continued analyzing the delay benefits due to shorter TTI. Based on this analysis, we conclude that:

· With unrealistic TCP/IP round trip times, 10-20 ms + air interface , (unrealistic network delays) we get the same delay reduction as Ericsson, i.e. 20-30 %. However these kind of network delays are not seen possible even in the future. It is also noted that these kind of network delays do not contain any scheduling delays for HSDPA which will decrease the HSDPA capacity.
· With realistic TCP/IP round trip times, 150-160ms + air interface,  (these we think being realistic in current networks), including some scheduling delays with HSDPA, the delay reduction due to 2ms TTI is 10 %.
· With looking at some example for some smaller TCP/IP round trip time, 50-60ms + air interface , (these maybe being realistic in future networks), and at the same time assuming no scheduling delays with HSDPA (decreasing the capacity of HSDPA) the delay reduction due to 2 ms TTI can be 20 % with smallest packet sizes and 10 % with packet sizes 10 kBytes and higher.

5. Further discussions in WG1

Based on the above conclusions we see that there are following alternatives we can do next in WG1 :

1) If there is still desire to discuss further what are the realistic network delays, 

· WG1 could send a LS to WG2/WG3, listing the current proposals on the table, and ask WG2’s opinion on this what kind of philosophy and assumptions for the delays WG1 should use. Here the assumption then should be that if very small network delay values will be selected for analyzing 2ms benefits, then also those values are written down to the TR, to be used as a reference also for other issues in EDCH in later discussions.

2) If it can be agreed that the network delays used by Nokia in this contribution in section 3.3. ( 50-60ms +air interface or 150-160ms + air interface) can be agreed to be capturing the opinions of different companies to be good values used in the delay analysis, then the next thing that could be discussed is:

· Should we assume also some scheduling delays for HSDPA? 

· what kind of packet sizes should we base the decision whether we should adopt 2ms TTI or not ?  Should it be packets in the order of 1 kByte? Or should it be 10kBytes and larger packets?
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