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1
Introduction

In this document we provide a detailed scheduler specification applicable to Release-99.

2
Scheduler Requirements and Procedures

2.1
Assumptions and Definitions

The following assumptions are used for the scheduler and various parameters associated with scheduling:

1. Centralized Scheduling: The scheduler is co-located with the RNC, and is responsible for simultaneous scheduling of UEs across multiple cells.

2. All data rate decisions at the scheduler are time aligned and are valid for the duration of one scheduling period. The scheduling duration is denoted SCH_PRD, and is equal to 200 ms. 

3. Request Delay:  The uplink request delay associated with rate requesting is denoted as D_UL(request). The request delay is consisted of the following:

a. Time elapsed between the instant UE starts transmission of the traffic volume measurement report and the instant RNC receives it

b. Time needed for RNC to process the message 

The uplink request delay is uniformly distributed between 60 ms and 100 ms

4. Assignment Delay: The downlink assignment delay associated with rate assignment is denoted as D_DL(assign). The grant delay is consisted of the following:

a. Time needed for RNC to perform the scheduling

b. Time elapsed between the instant RNC starts transmission of the TFC control message and the instance UE receives it

c. Time needed for UE to process the message

d. Time needed for UE to reconfigure its TFC

Downlink grant delay is uniformly distributed between 60 ms and 100 ms

5. If it has data and available power, each UE can autonomously transmit at the TFC in minimum set, equal to 
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6. The transmission time of each UE is offset by an integer number of slots, uniformly distributed between 0 and 14.

2.2
Scheduling, Assignment and Transmission Timeline

Figure 1 illustrates the timing diagram of a request, scheduling and assignment. 
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Figure 1: Example of a the timing diagram for request, scheduling and assignment.

The following characterizes the simulation timeline:

1. Scheduling Timing: The scheduler operates once every scheduling period. If the first scheduling decision is performed at 
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2. Scheduled Transmissions: UEs can apply the scheduling decisions at the action time (ActionTime). The ActionTime of the kth UE happens ActionTimeDelay + offsetk after the scheduling decision. If the TFC control message is received after (ActionTime – x ms), it is considered lost. We do not consider any TFC control message loss.

3. UE Requests: If a traffic volume measurement report is not sent between two consecutive scheduling periods, the allowed rate is set to the TFC in minimum set. Traffic volume measurement reports are sent in the following cases: 

Before the beginning of each frame encode boundary, the UE checks if either of the following three conditions are satisfied:

a. New data arrives and data in the UE’s buffer exceeds a certain buffer depth (
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), and the UE has sufficient power to transmit at a non-zero rate; OR

b. If the last traffic volume measurement report was sent at time 
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[image: image7.wmf]PRD

SCH

i

_

+

t

, and if the UE has data in its buffer that exceeds the BUF_DEPTH, and the UE has sufficient power to transmit at a non-zero rate; OR

c. If the last request was sent at time 
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, and the current time is greater than or equal to 
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, and if the current assigned rate at the UE side based on received grant is non-zero although the UE does not have data or power to request a non-zero rate. The current assigned rate is the assigned rate applicable for the current rate transmission.

If either of the above three conditions are satisfied, the UE sends a traffic volume measurement report. A request made at 
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 is available to the scheduler after a random delay at 
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. To initialize the first traffic volume measurement report of the various UEs, the last traffic volume measurement report sent time 
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 is generated as a uniformly distributed random variable that picks one frame in the first scheduling period.

2.2.1
Scheduler Description and Procedures
There is one centralized scheduler for the entire system. The scheduler maintains a list of all UEs in the system and Node-Bs in each UE’s Active Set. Associated with each UE, the scheduler stores estimate of UE’s queue size (
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) and maximum scheduled rate (Rmax(s)).

· The queue size estimate 
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 is updated after any of the following events happen:

· A traffic volume measurement report is received after a delay of D_UL(request). 
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 is updated to:
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If the traffic volume measurement report is lost, the scheduler uses the previous (and the latest) information it has.

· After each frame decoding, the queue size is updated as:
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where 
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 is the data transmitted in the last DPDCH frame, after discounting the physical layer overhead and RLC zero bits padding. Since RLC retransmissions are not modeled, data transmitted in the last frame is discounted even if the frame is decoded in error.

· At the scheduling instant 
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, scheduler estimates the maximum TFC allowed in TFCS for the UE:
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where DPDCHAssigned is an indicator function for the current scheduling period, 
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 is the maximum TFC allowed in TFCS assigned to DPDCH during the current scheduling period and UE is allowed to transmit on the DPDCH until the ActionTime of the next assignment, and 
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 is the maximum TFC allowed in TFCS that the UE can support given its power limit.

· Capacity Computation: The jth cell capacity is estimated from the measured UEs’ Sinrs. The Sinr is the average combined Sinr per antenna. The combining over multiple fingers is per slot. The averaging over different antennas of the cell of interest is over the duration of a 10 ms. There is no combining over different cells in case of UE in softer-handoff. The following formula is used to estimate Load contribution to a cell antenna:


[image: image25.wmf]()

()

1()

ji

j

jActiveSeti

ji

SinrR

Load

SinrR

Î

=

+

å


where 
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is the estimated Sinr if the UE transmits a rate 
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is the measured pilot Sinr, obtained as the frame average pilot Sinr averaged over two antennas. The 
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measurement used in the scheduler is that available at the last frame boundary before the time = (Scheduling time - 7.5 ms). The information about 
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is sent from Node-B to RNC only every scheduling period, which should not represent a significant load.

· Let the Load constraint be 
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, such that the rise-over-thermal overshoot above a certain threshold is limited to a certain value. The available capacity is decreased by the resources consumed by pilots or autonomous transmissions
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where max Load is the maximum Load for which the rise-over-thermal outage criteria is satisfied.

· Scheduling Algorithm: The scheduling algorithm has two major characteristics

1. Prioritization of UE requests.

2. Greedy filling for maximum capacity utilization

· The right to transmit on the uplink is granted to the highest priority UE first, then successively to lower priority UEs. The UEs are assigned the maximum TFC allowed in TFCS based on traffic volume measurement reports and available capacity.

Initialization: 

· The UE requests are prioritized according to a priority function.

· Associated with each UE is a priority count PRIORITY. 

· PRIORITY of a UE is initialized to 0 in the beginning of the simulation. When a new UE enters the system with cell j as the primary cell, or its buffer becomes non-empty after being idle due to the lack of data, its PRIORITY is set to 
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Algorithm:
1. Set k=1
2. The UE at the kth position in the queue is assigned the rate 
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3. The available capacity is updated to: 
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4. Calculate new PRIORITYk
5. k = k+1; if k < total number of UEs in the list, Go to Step 1, otherwise, stop.

Priority Function: 

· Round Robin: UEs that were scheduled in the last scheduling period are placed at the end of the queue. The actual algorithm is based on the following:

· UE requests are prioritized in decreasing order of their PRIORITY.

· UEs with highest PRIORITY are at the top of the queue.

· When multiple UEs with identical PRIORITY values are at the top of the queue, the scheduler makes an equally likely random choice among these UEs.

The PRIORITY is updated such that: 

· If a UE requested to transmit, but is not scheduled to transmit, its priority is increased by 1

· If a UE requested to transmit, and it is scheduled to transmit, but with the maximum TFC in TFCS that is smaller than the maximum TFC in TFCS based on power and data constraint, its priority is increased by 0.5

· If a UE requested to transmit, and it is scheduled to transmit with the maximum TFC in TFCS based on power and data constraint, its priority is unchanged.

The actual algorithm can be written as follows:

a. If 
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PRIORITYk = PRIORITYk +1

b. If 
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PRIORITYk = PRIORITYk +0.5

c. If 
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Do not change PRIORITY of the UE

· Proportional Fair: In order to guarantee throughput-vise fairness, the prioritizing function is defined in terms of the proportional fairness:
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where 
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is the average maximum TFC allowed in TFCS already allocated to the UE by the scheduler, and 
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is the maximum TFC allowed in TFCS based on UE buffer and power constraints. The average allocated maximum TFC allowed in TFCS is updated at each scheduling interval as:
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where 
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 is the time constant of the low-pass filter and is equal to 10. 
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 is the current allocated maximum TFC allowed in TFCS of the kth UE.

· Long-term downlink signal-to-interference-noise ratio (DL SINR):

· Derived from the long-term CPICH, based on the path loss

· UEs with larger DL SINR are prioritized in order to inject less interference into the network and penalize UEs that may significantly contribute to the RoT in the neighboring cells.

The prioritizing function is defined as 
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