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1
Introduction
In TSG RAN #70 meeting on Dec 7-10th 2015, a new Study Item on scenarios and requirements for next generation access technologies [1] was approved. A skeleton TR for the study item was also provided in that meeting [2]. After the meeting, a RAN email discussion ([Post-RAN#70-01] Scenarios and Requirements for Next Generation Access Technologies) was kicked off, with several comments received and addressed. A summary of the RAN email discussions and main comments is provided in a separate contribution to this RAN AH [5]. In this contribution, updated TR text proposals to capture both the comments from email discussions and offline comments are given to facilitate the discussions in the RAN AH meeting.
2
Deployment scenarios
In September 2015, ITU-R Recommendation M.2083 [3] was approved and three usage scenarios including eMBB (Enhanced Mobile Broadband), mMTC (Massive machine type communications) and URLLC (Ultra-reliable and low latency communications) were agreed. Besides, in the future additional use cases are expected to emerge, which are currently not foreseen. In this contribution, 4 deployment scenarios are proposed for eMBB. They are indoor hotspot, dense urban, rural, and urban macro. Deployment scenarios for mMTC and URLLC need further study. However, some of eMBB deployment scenarios may possibly be reused to evaluate mMTC and URLLC, or some specific evaluation tests (e.g., link-level simulation) can be developed to check whether the requirements can be achieved.
High-level descriptions on deployment scenarios including carrier frequency, aggregated system bandwidth, network layout / ISD, BS / UE antenna elements, UE distribution / speed and service profile are proposed in the Annex of this contribution. It is assumed that more detailed attributes and simulation parameters, for example, the channel model, BS / UE Tx power, number of antenna ports, etc. should be defined in the new RAT study item.
3
Performance requirements
In ITU-R Recommendation M.2083, 8 key capabilities are identified, at high level, for IMT-2020 [3]. This contribution proposes text proposals for performance requirements together with definitions and some remarks. These requirements include requirements from IMT-Advanced [4] (such as peak spectral efficiency, cell spectral efficiency, etc.) requirements related to the high-level capabilities defined in M.2083 (with some refinement or more details, such as user experienced data rate, area traffic capacity, etc). 
All the performance requirements are grouped into general requirements and deployment scenario dependant requirements. General requirements are intended to be relevant to all usage and deployment scenarios, while deployment scenario dependant requirements may apply only to one or some scenarios. This categorization should be discussed further in the meeting. In this contribution, refinements for some requirement definitions together with some requirements values are proposed.
In RAN email discussion, there are proposals that reliability, coverage and UE battery life should be moved out of deployment scenario dependant requirements. It seems clear that the value for these requirements will depend on what deployment scenario is specified for their evaluation. So these requirements should belong to deployment scenario dependant requirements.
4
Other requirements

In addition to deployment scenarios and performance requirements, it is proposed to include separate sections in the TR to cover other general RAN aspects and requirements, i.e. related to architecture, migration, service and network operation.
5
Conclusions
In this contribution, TR text proposals for deployment scenarios, key performance indicators (KPI) and related requirements (KPI values), plus placeholder sections for other RAN aspects, are given to facilitate the discussions in the RAN AH meeting. 
It is proposed that the content provided in the Annex of this doc should be captured in the outcome TR from this RAN AH meeting. 
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Annex—Text proposals for TR

Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

1
Scope

This document is related to the technical report for this study item "Scenarios and Requirements for Next Generation Access Technologies" [1]. The objective of the study item is to
identify the typical deployment scenarios associated with attributes such as carrier frequency, inter-site distance, user density, maximum mobility speed, etc, and to develop requirements for next generation access technologies for the identified deployment scenarios taking into account, but not limited to, the ITU-R discussion on IMT-2020 requirements.
This document contains scenarios and requirements for next generation access technologies, which can be used as not only guidance to the technical work to be performed in 3GPP RAN WGs, but also input for ITU-R to take into account when developing IMT-2020 technical performance requirements. 
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

· References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

· For a specific reference, subsequent revisions do not apply.

· For a non-specific reference, the latest version applies.  In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

 [1]
3GPP SID: “Scenarios and Requirements for Next Generation Access Technologies”
3
Definitions, symbols and abbreviations

3.1
Definitions

3.2
Symbols

3.3
Abbreviations

4
Introduction

At the 3GPP TSG RAN #70 meeting, the Study Item description on "Scenarios and Requirements for Next Generation Access Technologies" was approved [1].

The justification of the Study Item was that a fully mobile and connected society is expected in the near future, which will be characterized by a tremendous amount of growth in connectivity, traffic volume and a much broader range of usage scenarios. Some typical trends include explosive growth of data traffic, great increase of connected devices and continuous emergence of new services. Besides the market requirements, the mobile communication society itself also requires a sustainable development of the eco-system, which produces the needs to further improve system efficiencies, such as spectrum efficiency, energy efficiency, operational efficiency and cost efficiency. To meet the above ever-increasing requirements from market and mobile communication society, next generation access technologies are expected to emerge in the near future. A study item to identify typical deployment scenarios for next generation access technologies and the required capabilities in each corresponding deployment scenarios should be considered.
[Brief descriptions of deployment scenarios for next generation access technologies to be developed in this TR][Brief descriptions of requirements for next generation access technologies to be developed in this TR]
5
Objectives
In order to meet the deployment scenarios and requirements, studies for next generation access technologies should be carried out in at least, but not limited to, the following areas, designs for next generation access technologies RAN should strive for enough flexibility to support current envisaged and future requirements for the different use cases,e.g., from SA2 [xxx]:
6
Deployment Scenarios
[Editor’s Notes: This subsection describes the main deployment scenarios and their attributes such as carrier frequency, inter-site distance, user density, maximum mobility speed, etc. The detailed evaluation related aspects, e.g., channel model, are not included in this TR. 
The proposed scenarios and attributes included in this TR version are mainly targeting the eMBB usage scenario. Deployment scenarios for mMTC and URLLC need further study. However, some of eMBB deployment scenarios may possibly be reused to evaluate mMTC and URLLC, or some specific evaluation tests (e.g., link-level simulation) can be developed to check whether the requirements can be achieved.]
6.1
Indoor hotspot
The indoor hotspot deployment scenario focuses on small coverage per site/TRP (transmission and reception point) and high user throughput or user density in buildings. The key characteristics of this deployment scenario are high capacity, high user density and consistent user experience in indoor coverage.
Some of its attributes are listed in Table 1.
Table 1. Attributes for indoor hotspot
	Attributes
	Values or assumptions

	Carrier Frequency
	Around 30GHz or 

Around 70GHz
Option 2: 

Above 6 GHz (around 30 GHz or around 70 GHz) and below 6 GHz (around 4 GHz)

	Aggregated system bandwidth *
	1GHz (DL+UL)

	Layout
	Single layer:

- Indoor floor

(Open office)

	ISD
	20m

(Equivalent to 12TRPs per 120m x 50m)

	BS antenna elements
	Tx: Up to 256

Rx: Up to 256

	UE antenna elements
	Tx: Up to 32

Rx: Up to 32 

	User distribution and UE speed
	100% Indoor, 3km/h,

10 users per TRP

	Service profile
	Note: Whether to use full buffer traffic or non-full-buffer traffic is FFS. For certain KPIs, full buffer traffic is desirable to enable comparison with IMT-Advanced values.


*) The aggregated system bandwidth is the total bandwidth typically assumed to derive the values for some KPIs such as area traffic capacity and user experienced data rate. It is allowed to simulate a smaller bandwidth than the aggregated system bandwidth and transform the results to a larger bandwidth. The transformation method should then be described, including the modelling of power limitations.
6.2
Dense urban
The dense urban microcellular deployment scenario focuses on macro TRPs with or without micro TRPs and high user densities and traffic loads in city centres and dense urban areas. The key characteristics of this deployment scenario are high traffic loads, outdoor and outdoor-to-indoor coverage. This scenario will be interference-limited, using macro TRPs with or without micro TRPs. A continuous cellular layout and the associated interference shall be assumed. 
Some of its attributes are listed in Table 2.

Table 2. Attributes for dense urban

	Attributes
	Values or assumptions

	Carrier Frequency
	Around 4GHz + Around 30GHz

	Aggregated system bandwidth *
	30GHz: 1GHz (DL+UL)

4GHz: 200MHz (DL+UL) (for option 1)
Option 1:
- Below 6GHz (around 4 GHz) for both macro and small cells
- Above 6 GHz (around 30 GHz) for both macro and small cells
- Below 6 GHz (around 4 GHz) and above 6 GHz (around 30 GHz) combined for macro and small cells
- Below 6 GHz (around 4 GHz) for macro and above 6 GHz (around 30 GHz or around 70 GHz) for small cells
Option 2:

-Below 6 GHz (around 4 GHz);

-Above 6 GHz (around 30 GHz);

-Below 6 GHz (around 4 GHz) and above 6 GHz (around 30 GHz) combined.

	Layout
	Option 1: Two layers:

- Macro layer: Hex. Grid

- Micro layer: Random drop

Step 1**: Around 4GHz in Macro layer

Step 2**: Around 4GHz & Around 30GHz may be available in Macro & Micro layers
Option 2: 1 layer: 
Macro cell only, ISD 200m

	ISD
	Option 1:

Macro layer: 200m

Micro layer: 3 micro TRPs per macro TRP,

All micro TRPs are all outdoor
Option 2:

Macro layer: 200m

	BS antenna elements
	Tx: Up to 256

Rx: Up to 256

	UE antenna elements
	@4GHz

Tx: Up to 8

Rx: Up to 8

@30GHz

Tx: Up to 32

Rx: Up to 32

	User distribution and UE speed
	Option 1:

Step1**: Uniform/macro TRP, 10 users per TRP***
Step 2**: Uniform/macro TRP + 3 Clustered micro TRP, 10 users per TRP***
80% indoor (3km/h), 20% outdoor (3km/h)
Option 2:

Uniform/macro TRP, 10 users per TRP
80% indoor (3km/h), 20% outdoor (3km/h)

	Service profile
	Note: Whether to use full buffer traffic or non-full-buffer traffic is FFS. For certain KPIs, full buffer traffic is desirable to enable comparison with IMT-Advanced values.


*) The aggregated system bandwidth is the total bandwidth typically assumed to derive the values for some KPIs such as area traffic capacity and user experienced data rate. It is allowed to simulate a smaller bandwidth than the aggregated system bandwidth and transform the results to a larger bandwidth. The transformation method should then be described, including the modelling of power limitations.
**) Step 1 shall be used for the evaluation of spectral efficiency KPIs. Step2 shall be used for the evaluation of the other deployment scenario dependant KPIs.
***) 10 users per TRP with full buffer traffic is assumed. Other number of users, number of TRPs and traffic models are FFS.
6.3
Rural
The rural deployment scenario focuses on larger and continuous coverage. The key characteristics of this scenario are continuous wide area coverage supporting high speed vehicles. This scenario will be noise-limited and/or interference-limited, using macro TRPs.
Some of its attributes are listed in Table 3.

Table 3. Attributes for rural scenario
	Attributes
	Values or assumptions

	Carrier Frequency
	Around 700MHz or 

Around 4GHz (for ISD 1)
ISD 1: Below 6 GHz (around 800 MHz or around 4 GHz).
ISD 2: Below 6 GHz (around 800 MHz and around 2 GHz combined)

	Aggregated system bandwidth *
	700MHz: 20MHz (DL+UL)

4GHz: 200MHz (DL+UL)

	Layout
	Single layer:

- Hex. Grid

	ISD
	ISD 1: 1732m
ISD 2: 5000m

	BS antenna elements
	@700MHz: 

Tx: Up to 64

Rx: Up to 64

@4GHz:

Tx: Up to 256

Rx: Up to 256

	UE antenna elements
	@700MHz:

Tx: Up to 4

Rx: Up to 4

@4GHz: 

Tx: Up to 8

Rx: Up to 8

	User distribution and UE speed
	50% outdoor vehicles (120km/h) and 50% indoor (3km/h), 10 users per TRP

	Service profile
	Note: Whether to use full buffer traffic or non-full-buffer traffic is FFS. For certain KPIs, full buffer traffic is desirable to enable comparison with IMT-Advanced values.


*) The aggregated system bandwidth is the total bandwidth typically assumed to derive the values for some KPIs such as area traffic capacity and user experienced data rate. It is allowed to simulate a smaller bandwidth than the aggregated system bandwidth and transform the results to a larger bandwidth. The transformation method should then be described, including the modelling of power limitations.
6.4
Urban macro
The urban macro deployment scenario focuses on large cells and continuous coverage. The key characteristics of this scenario are continuous and ubiquitous coverage in urban areas. This scenario will be interference-limited, using macro TRPs (i.e. radio access points above rooftop level).
Some of its attributes are listed in Table 4.

Table 4. Attributes for urban macro (optional)
	Attributes
	Values or assumptions

	Carrier Frequency
	-Around 4GHz
- Below 6 GHz (around 2 GHz or around 4 GHz)
- Above 6 GHz (around 30 GHz)
- Below 6 GHz (around 2 GHz or around 4 GHz) and above 6 GHz (around 30 GHz) combined

	Aggregated system bandwidth *
	200MHz (DL+UL)

	Layout
	Single layer:

- Hex. Grid

	ISD
	500m

	BS antenna elements
	Tx: Up to 256

Rx: Up to 256 

	UE antenna elements
	Tx: Up to 8

Rx: Up to 8

	User distribution and UE speed
	Outdoor in cars: 30km/h,

Indoor in houses: 3km/h

10 users per TRP

	Service profile
	Note: Whether to use full buffer traffic or non-full-buffer traffic is FFS. For certain KPIs, full buffer traffic is desirable to enable comparison with IMT-Advanced values.


*) The aggregated system bandwidth is the total bandwidth typically assumed to derive the values for some KPIs such as area traffic capacity and user experienced data rate. It is allowed to simulate a smaller bandwidth than the aggregated system bandwidth and transform the results to a larger bandwidth. The transformation method should then be described, including the modelling of power limitations.
[Editor's notes: Urban macro is a deployment scenario in between dense urban and rural. Dense urban scenario has smaller ISD than urban macro and has more challenging capacity requirement. Rural scenario has larger ISD and more challenging coverage requirement than urban macro. So urban macro is regarded as an optional deployment scenario. ]
6.5
High speed
Deployment 1:

-Outdoor base stations to users in trains @ 500 Km/h
-Spectrum: Below 6 GHz (Tbc)
Deployment 2:

- Outdoor BS to relay on trains, and then from relay to users in trains @ 500 Km/h
- Spectrum 1:

For BS to relay: Below 6 GHz (around 4 GHz)

For relay to UE: Above 6 GHz (around 30 GHz or around 70 GHz) and below 6 GHz (around 4 GHz)
- Spectrum 2:

For BS to relay: Above 6 GHz (around 30 GHz)

For relay to UE: Above 6 GHz (around 30 GHz or around 70 GHz) and below 6 GHz (around 4 GHz)
7
Performance requirements

[Editor’s Notes: All the performance requirements are grouped into general requirements (Section 7.1) and deployment scenario dependent requirements (Section 7.2). General requirements are intended to be relevant to all deployment scenarios, while deployment scenario dependent requirements may mainly apply to one or some deployments. ]
7.1
General requirements
[Editor’s Notes: This sub-section describes the definitions of general requirements, such as peak data rate, user plane latency, control plane latency, etc. and their values.]

[Editor’s Notes: The grouping can be updated if in the future it is found that some requirements are more relevant to a particular deployment scenario. ]

7.1.1
Peak data rate
Peak data rate is the highest theoretical data rate which is the received data bits assuming error-free conditions assignable to a single mobile station, when all available radio resources for the corresponding link direction are utilised (i.e., excluding radio resources that are used for physical layer synchronisation, reference signals or pilots, guard bands and guard times).
The target for peak data rate should be 20Gbps for downlink and 10Gbps for uplink.
7.1.2
Peak spectral efficiency
Peak spectral efficiency is the highest theoretical data rate (normalised by bandwidth), which is the received data bits assuming error-free conditions assignable to a single mobile station, when all available radio resources for the corresponding link direction are utilised (i.e., excluding radio resources that are used for physical layer synchronisation, reference signals or pilots, guard bands and guard times).
[NGMN: The peak data rate normalized by bandwidth.]
 The target for peak spectral efficiency should be 30bps/Hz for downlink and 15bps/Hz for uplink.
[Editor’s notes: Higher frequency bands could have higher bandwidth but lower spectral efficiency and lower frequency bands could have lower bandwidth but higher spectral efficiency. Thus, peak data rate cannot be directly derived from peak spectral efficiency and bandwidth multiplication.]
7.1.3
Bandwidth
Bandwidth means the maximal aggregated total system bandwidth. It may be supported by single or multiple RF carriers.
Quantitative KPI
[Editor’s note: This is an ITU-R requirement from IMT-Advanced. It may not be up to 3GPP to set a value for this requirement.]

7.1.4
Control plane latency 
Control plane latency refers to the time to move from a battery efficient state (e.g., IDLE) to start of data transfer (e.g., ACTIVE).
[NGMN: The time it takes for a mobile device in its most “battery efficient” state (e.g. RRC Idle) to start transmission of a large volume of Mobile Originated application layer data over the radio interface, from the time when data arrives at its radio protocol layer 2/3 SDU ingress point.]
The target for control plane latency should be 10ms.
[Editor’s notes: Detailed definition to be discussed.] 
7.1.5
User plane latency 
User plane latency is the time it takes to deliver a small data packet from the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU egress point of the radio interface in the network for a given service. 
[NGMN: The time it takes to successfully deliver an application layer packet/message from the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU egress point via the radio interface in both uplink and downlink directions, where neither device nor Base Station reception is restricted by DRX.]
The target for user plane latency should be 1ms for UL, and 1ms for DL.
[Editor’s notes: Detailed definition to be discussed.]
7.1.x
Latency for infrequent small packets
For infrequent application layer small packet/message transfer, the time it takes to successfully deliver an application layer packet/message from the radio protocol layer 2/3 SDU ingress point at the mobile device to the radio protocol layer 2/3 SDU egress point in the RAN, when the mobile device starts from its most “battery efficient” state .  
7.1.6
Mobility interruption time
Mobility interruption time means the shortest time duration supported by the system during which a user terminal cannot exchange user plane packets with any base station during transitions. 

The target for mobility interruption time should be 0ms.
7.1.7 Bandwidth scalability
Bandwidth scalability means the ability to operate with different bandwidth allocations. 
Qualitative KPI
[Editor’s notes: Whether to add number of bandwidths to be supported is FFS.]

7.1.8
Spectrum flexibility 
Spectrum flexibility means the ability of the IMT-2020 system to be adapted to suit different DL/UL traffic patterns for both paired and unpaired frequency bands.
Qualitative KPI
[Editor’s notes: Whether to add number of patterns to be supported is FFS.]

7.1.Y
Duplexing flexibility 
Duplexing flexibility means the ability of the access technology to adapt its allocation of resources flexibly for uplink and downlink for both paired and unpaired frequency bands.
7.1.9
Support for wide range of services   
Support for wide range of services means the system shall be inherently flexible enough to meet the connectivity requirements of a range of existing and future (as yet unknown) services to be deployable on a single continuous block of spectrum in an efficient manner.
7.1.10
Inter-system mobility
Inter-system mobility refers to the ability to support mobility between the IMT-2020 system and at least one IMT system.
[Editor’s notes: Further study is needed to clarify what is IMT system and maybe to limit it to LTE or LTE evolution. Whether to support voice interoperability is to be clarified.]
7.1.Z Inter-system handover interruption time
The shortest time duration supported by the system during which a user terminal cannot exchange user plane packets with any base station during transitions between 5G new radio and another radio access technology (RAT). Other RATs include at least LTE evolution. Additional other RATs, including non-3GPP RATs, are FFS.
7.2
Deployment scenario dependent requirements
[Editor’s notes: This subsection describes the definitions of deployment scenario dependent requirements, such as TRP spectral efficiency, 5% user spectral efficiency, etc.]

[Editor’s notes: The grouping can be updated if in future it is found that some requirements are more relevant to general requirements.]

The mapping of deployment scenario dependent requirements to three usage scenarios is illustrated in Table 5. For requirements which are mapped to one usage scenario, there could be different values for different deployment scenarios. The mapping of requirements to deployment scenarios for eMBB is shown in Table 6.

Table 5. Mapping of requirements to three usage scenarios
	Requirements
	eMBB
	mMTC
	URLLC

	TRP spectral efficiency
	√
	
	

	User spectrum efficiency at 5% percentile
	√
	
	

	User experienced data rate
	√
	
	

	Area traffic capacity
	√
	
	

	Network energy efficiency
	√
	
	

	UE energy efficiency
	√
	
	

	Connection density
	
	√
	

	UE battery life
	
	√
	

	Reliability
	
	
	√

	Coverage
	
	√
	


Table 6. Mapping of requirements to deployment scenarios for eMBB (mapping to mMTC and URLLC deployment scenarios can be added once they are identified)
	Requirements
	Indoor Hotspots
	Dense urban
	Rural
	Urban macro (optional)

	TRP spectral efficiency
	√
	√
	√
	√

	User spectrum efficiency at 5% percentile
	√
	√
	√
	√

	User experienced data rate
	√
	√
	√
	√

	Area traffic capacity
	√
	√
	√
	√

	Network energy efficiency
	√

	UE energy efficiency
	√


7.2.1
Transmission reception point (TRP) spectral efficiency 
TRP spectral efficiency is defined as the aggregate throughput of all users (the number of correctly received bits, i.e. the number of bits contained in the service data units (SDUs) delivered to Layer 3, over a certain period of time) divided by the channel bandwidth divided by the number of TRPs.  A 3 sector site consists of 3 TRPs. In case of multiple discontinuous “carriers” (one carrier refers to a continuous block of spectrum), this KPI should be calculated per carrier. In this case, the aggregate throughput, channel bandwidth, and the number of TRPs on the specific carrier are employed.
Quantitative KPI
[Values for relevant deployment scenario(s) are FFS]

[Editor’s notes: The target should be in the order of 3x IMT-Advanced requirements. Consider to use full buffer traffic to evaluate this KPI.]
7.2.2
Area traffic capacity
Area traffic capacity means total traffic throughput served per geographic area (in Mbit/s/ m2) 
[NGMN: 

Full buffer:

Total traffic throughput served per geographic area (in Mbit/s/m2). The computation of this metric is based on full buffer traffic.
Non full buffer:

Total traffic throughput served per geographic area (in Mbit/s/m2). Both the user experienced data rate and the area traffic capacity need to be evaluated at the same time using the same traffic model.]
[Editor’s notes: 
The area traffic capacity is a measure of how much traffic a network can carry per unit area. It depends on site density, bandwidth and spectrum efficiency. In the special case of a single layer single band system, it may be expressed as

area capacity (bps/m2) = site density (site/m2) × bandwidth (Hz) × spectrum efficiency (bps/Hz/site)

In order to improve area capacity, 3GPP can develop standards with means for high spectrum efficiency. To this end, spectrum efficiency gains in the order of three times IMT-Advanced are targeted. Furthermore, 3GPP can develop standards with means for large bandwidth support. To this end, it is proposed that at least 1GHz aggregated bandwidth shall be supported.

The available bandwidth and site* density, which both have a direct impact on the available area capacity, are however not under control of 3GPP.  

Based on this, it is proposed to use the spectrum efficiency results together with assumptions on available bandwidth and site density in order to derive a quantitative area traffic capacity KPI for information.
*) Site here refers to single transmission and reception point (TRP).]
7.2.3
User experienced data rate  
User experienced data rate is the 5%-percentile (5%) of the user throughput. User throughput (during active time) is defined as the size of a burst divided by the time between the arrival of the first packet of a burst and the reception of the last packet of the burst. 
 [Editor’s notes: 
User experienced data rate is here defined as the data rate that, under loaded conditions, is available with 95% probability. It may be calculated as 
          user experienced data rate = 5% user spectrum efficiency × bandwidth

Here it should be noted that the 5% user spectrum efficiency depends on the number of active users sharing the channel (assumed to be 10 in the ITU evaluations), and that the 5% user spectrum efficiency for a fixed transmit power may vary with bandwidth. To keep a high 5% user spectrum efficiency and a few users sharing the channel, a dense network is beneficial, i.e. 5% user spectrum efficiency may vary also with site* density.
To improve user experienced data rates, 3GPP can develop standards with means for high 5% user spectrum efficiency. To this end, 5% user spectrum efficiency gains in the order of three times IMT-Advanced are proposed. Furthermore, 3GPP can develop standards with means for large bandwidth support. To this end, it is proposed that at least 1GHz aggregated bandwidth shall be supported.

The available bandwidth and site density, which both have a strong impact on the available user experienced data rates, are however not under control of 3GPP.  
Based on this, it is proposed to use the 5% user spectrum efficiency requirements in order to derive a quantitative experienced user data rate KPI for information. 

*) Site here refers to single transmission and reception point (TRP).]
7.2.4
User spectrum efficiency at 5percentile (NGMN: 5th percentile user spectrum efficiency)
User spectrum efficiency at 5-percentile means the 5% point of the cumulative distribution function (CDF) of the normalized user throughput. The (normalized) user throughput is defined as the average user throughput (the number of correctly received bits by users, i.e., the number of bits contained in the SDU delivered to Layer 3, over a certain period of time, divided by the channel bandwidth and is measured in bit/s/Hz. The channel bandwidth for this purpose is defined as the effective bandwidth times the frequency reuse factor, where the effective bandwidth is the operating bandwidth normalised appropriately considering the uplink/downlink ratio. In case of multiple discontinuous “carriers” (one carrier refers to a continuous block of spectrum), this KPI should be calculated per carrier. In this case, the user throughput and channel bandwidth on the specific carrier are employed.
Quantitative KPI
Values for relevant deployment scenario(s) are FFS
[Editor’s notes: The target should be in the order of 3x IMT-Advanced requirements. Consider to use full buffer traffic to evaluate this KPI.]
7.2.5
Connection density
Connection density refers to total number of devices fulfilling specific QoS per unit area (per km2). QoS definition should take into account the amount of data or access request generated within a time t_gen that can be sent or received within a given time, t_sendrx,  with x% probability.
The target for connection density should be 1,000,000 device/km2.

[Editor’s notes: The details of QoS definition is FFS.]
7.2.6
Mobility
Mobility means the maximum user speed at which a defined QoS can be achieved (in km/h). 
The target for mobility target should be 500km/h. 
7.2.7
Network energy efficiency   
Network energy efficiency refers to the capability of a radio access network (RAN) to provide much better area traffic capacity while minimizing the RAN energy consumption.
[NGMN: The capability of a radio access network (RAN) to minimize the RAN energy consumption while providing a much better area traffic capacity.]
Qualitative KPI as baseline and quantitative KPI is FFS.
[Editor’s notes: Inspection is the baseline method to qualitatively check the capability of the RAN to improve area traffic capacity with minimum RAN energy consumption, e.g., ensure no or limited increase of BS power with more antenna elements and larger bandwidth, etc. As qualitative evaluation, 3GPP should ensure that the new RAT is based on energy efficient design principles. When quantitative evaluation is adopted, one can compare the quantity of information bits transmitted to/received from users, divided by the energy consumption of RAN.]
7.2.8
Reliability 
Reliability can be evaluated by the success probability of transmitting [X] bytes within 1 ms, which is the time it takes to deliver a small data packet from the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU egress point of the radio interface, at a certain channel quality (e.g., coverage-edge). 
The target for reliability should be 1-10-5 within 1ms.
[Editor’s notes: The relevant use cases (V2V, V2I, or any others), deployment scenarios and the traffic model should be clarified.]

7.2.9
Coverage
“Maximum coupling loss” (MCL) in uplink and downlink between device and Base Station site (antenna connector(s)) for a data rate of [160bps], where the data rate is observed at the egress/ingress point of the radio protocol stack in uplink and downlink.
The target for coverage should be 164dB. 
7.2.10
UE battery life
UE battery life can be evaluated by the battery life of the UE without recharge. For mMTC, UE battery life in extreme coverage shall be based on the activity of mobile originated data transfer consisting of [200] bytes UL per day followed by [20] bytes DL from MCL of [tbd] dB, assuming a stored energy capacity of [5Wh].

The target for UE battery life should be 10 years.
7.2.11
UE energy efficiency
UE energy efficiency means the capability of a UE to sustain much better mobile broadband data rate while minimizing the UE modem energy consumption.
[NGMN: The capability of a UE to reduce UE modem energy consumption while sustaining better performance (e.g., mobile broadband data rate).]
Qualitative KPI
8

Requirements for architecture and migration of Next Generation Radio Access Technologies
9
Supplementary-Service related requirements
9.1
Multimedia Broadcast/Multicast Service
9.2
Location/Positioning Service
10
Operation requirements
10.1
Spectrum
10.2
E2E latency requirements
10.3
Co-existence and interworking with legacy RATs
10.4
Control of EMF exposure levels requirements
10.5
Interworking with non-3GPP systems

10.6
Radio Resource Management requirements
10.7
Easy operation and Self Organization requirements
10.8
Complexity requirements

10.9
Cost-related requirements

10.10
Energy-related requirements
10.11
Security and Privacy-related requirement relevant for Radio Access
10.12

Performance monitoring and management
10.13

Lawful Interception
10.14
others

11 
Testing and Conformance Requirements
3GPP


