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1 Introduction

1.1 Study Objective and Scope

The objective of this document is to explain the set of definitions, assumptions, and a general framework for simulating 1XEV-DV. 

The owner(s) of any proposal shall provide the details required so that other companies can evaluate the proposal independently. The owner(s) of any simulation results shall provide the details required so that other companies can repeat the simulation independently. The information about the simulations will include the predictors being used, and the reported results will include the prediction errors (bias and standard deviation).

The system analysis is being conducted in two phases:

· The first phase models data only, voice only, and voice plus data.  The first phase includes physical layer H-ARQ; signaling errors are modeled according to section 2.1.6.  

· The second phase includes TCP and other upper layers for data services so that the interactions with TCP are evaluated.  Fast Cellsite Selection (FCS) is also to be modeled in Phase II.

1.2  Simulation Description Overview

Determining voice and high rate packet data system performance requires a dynamic system simulation tool to accurately model feedback loops, signal latency, protocol execution, and random packet arrival in a multipath-fading environment. The packet system simulation tool will include Rayleigh and Rician fading and evolve in time with discrete steps (e.g. time steps of 1.25ms).  The time steps need to be small enough to correctly model feedback loops, latencies, scheduling activities, and measurements of the proposed system. 

2 Evaluation Methodology for the Forward Link

2.1 System Level Setup

2.1.1 Antenna Pattern

The antenna pattern used for each sector, reverse link and Forward Link, is plotted in Figure 2.1.1‑1 and is specified by
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Figure 2.1.1‑1 Antenna Pattern for 3-Sector Cells

2.1.2 System Level Assumptions 

The parameters used in the simulation are listed in Table 2.1.2‑1. Where values are not shown, the values and assumptions used shall be specified in the simulation description.

Table 2.1.2‑1 Forward System Level Simulation Parameters

	Parameter
	Value
	Comments

	Number of Cells (3 sectored)
	19
	2 rings, 3-sector system, 57 sectors. 

	Antenna Horizontal Pattern
	70 deg (-3 dB)

with 20 dB front-to-back ratio
	See section 2.2.1

	Antenna Orientation
	0 degree horizontal azimuth is East (main lobe)
	No loss is assumed on the vertical azimuth. (See Appendix B)

	Propagation Model

(BTS Ant Ht=32m, MS=1.5m)
	28.6+ 35log10(d) dB, 

d in meters
	Modified Hata Urban Prop. Model @1.9GHz (COST 231). Minimum of 35 meters separation between MS and BS.


	Log-Normal Shadowing 
	Standard Deviation = 8.9 dB
	Independently generate lognormal per mobile and use the method described in Appendix A

	Base Station Correlation
	0.5
	See Appendix A

	Overhead Channel Forward Link Power Usage
	Pilot, Paging and Sync overhead: 20%. 
	Any additional overhead needed to support other control channels (dedicated or common) must be specified and justified

	Mobile Noise Figure
	10.0 dB
	

	Thermal Noise Density
	-174 dBm/Hz
	

	Carrier Frequency
	2 GHz
	

	BS Antenna Gain with Cable Loss
	15 dB
	17 dB BS antenna gain; 2 dB cable loss

	MS Antenna Gain
	-1 dBi
	

	Other Losses
	10 dB
	

	Fast Fading Model 
	Based on Speed
	Jakes or Rician 

	Active Set Parameters
	
	Secondary pilots within 6 dB of the strongest pilot and above minimum Ec/Io threshold (-16dB). The active set is fixed for the drop. The maximum active set size is three.

	Delay Spread Model
	
	See Table 2.2.1‑1 

	Fast Cell Site Selection
	
	Disable.  The overhead shall be accounted for if it is used in the proposal.

	Forward Link Power Control

(If used on dedicated channel)
	Power Control loop delay: two PCGs

	Update Rate: Up to 800Hz

PC BER: 4% 

	BS Maximum PA Power 
	20 Watts
	

	Site to Site distance
	2.5 km
	

	Maximum C/I achievable, where C is the instantaneous total received signal from the serving base station(s) (usually also referred to as rx_Ior(t), or Îor(t)), and I is the instantaneous total interference level (usually also referred to as Nt(t)).
	13 dB and 17.8 dB
	13 dB for typical current subscriber designs for IS-95 and cdma2000 1x systems; 17.8 dB for improved subscriber designs for 1xEV-DV systems. The details on how these values were derived are given in Table 2.1.2‑2 and Table 2.1.2‑3.


Table 2.1.2‑2 Details of Self-Interference Values Resulting in 13 dB of Maximum C/I

	Contribution of Self-Interference 
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	Note

	Base-band pulse shaping waveform
	16.5dB
	IS-95 Tx filter and matched Rx filter

	Radio noise floor
	16dB
	Tx and Rx, based on the measurement of phones currently in market.

	ADC quantization noise
	20dB
	4-bit A/D converter

	Adjacent channel interference
	27dB
	1.25 MHz spacing


Table 2.1.2‑3 Details of Self-Interference Values Resulting in 17.8 dB of Maximum C/I

	Contribution of Self-Interference 
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	Note

	Base-band pulse shaping waveform
	24dB
	IS-95 Tx filter with 64-tap Rx filter

	Radio noise floor
	20dB
	For Tx RHO increased to 99%

	ADC quantization noise
	31.9dB
	6-bit A/D converter

	Adjacent channel interference
	27dB
	1.25 MHz spacing


The maximum C/I achievable in the subscriber receiver is limited by several sources, including inter-chip interference induced by the base-band pulse shaping waveform, the radio noise floor, ADC quantization error, and adjacent carrier interference.

In the system level simulation, the noise floor associated with the maximum C/I limitation can be characterized by the parameter 
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, given by
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 is assumed to be 13 dB for the current IS-95 and cdma2000 1X subscriber receivers, and 17.8 dB for improved 1xEV-DV designs.  Thus, 
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= 0.05 and 
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= 0.0166 for maximum C/I values of 13 dB and 17.8 dB, respectively.

In the system level simulation, the effective C/I shall be given by
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 is the instantaneous signal-to-interference ratio after pilot-weighted combining of the Rake fingers (see section 2.2.1 for detail).  The effective signal-to-interference ratio, 
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, accounts for the interference sources associated with the maximum C/I limitation, and shall be used as the C/I observed by the mobile station receiver.

The channel between the serving cell and the subscriber is modeled using the channel models defined in section 2.2.1.  The channel between any interfering cell and the subscriber is modeled as a one-path Rayleigh fading channel, where the Doppler of the fading process is randomly chosen based on the velocities specified in Table 2.2.1‑1 and its corresponding probabilities.

If transmit diversity is used, the transmit diversity PA size shall be the same as the main PA size, 12.5% of the main PA power shall be used for the Pilot Channel and 7.5% for the Paging Channel and Sync Channel.  The Transmit Diversity Pilot Channel power is half the power of the Pilot Channel.  For example, if the main PA size is 20 W, then the transmit diversity PA size is 20 W, 2.5 W of the main PA is for the Pilot Channel, 1.5 W of the main PA for the Paging Channel and Sync Channel, and 1.25 W of the transmit diversity PA is for the Transmit Diversity Pilot Channel.

2.1.3 Service Mix

A configurable fixed number of voice calls are maintained during each simulation run. Data sector throughput is evaluated as a function of the number of voice users supported. The following cases shall be simulated: no voice users (i.e., data only), voice users only (i.e., the number of voice users equals to voice capacity), and average (0.5Nmax( or (0.8Nmax( voice users per sector plus data users, where Nmax is the voice capacity defined in Appendix C.

The data users in each sector shall be assigned one of the four traffic models: WAP (56.43%), HTTP (24.43%), FTP (9.29%), near real time video (9.85%), with the respective probabilities in parentheses. 

2.1.3.1 TCP Model

Since FTP and HTTP use TCP as their transport protocol, a TCP traffic model is introduced to more accurately represent the distribution of TCP packets for the FTP and HTTP traffic models described in the next sections.

The TCP connection set-up and release protocols use a three-way handshake mechanism as described in Figure 2.1.3.1‑1 [16].  The amount of outstanding data that can be sent without receiving an acknowledgement (ACK) is determined by the minimum of the congestion window size and the receiver window size.  After the connection establishment is complete, the transfer of data starts in slow-start mode with an initial congestion window size of 1 segment.  The congestion window increases by one segment for each ACK packets received by the sender.  This results in an exponential growth of the congestion window.  This process is illustrated in Figure 2.1.3.1‑2. 
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Figure 2.1.3.1‑1 Control Segments in TCP Connection Set-up and Release
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Figure 2.1.3.1‑2 TCP Flow Control During Slow-Start; (l = Transmission Time over the Access Link; (rt = Roundtrip Time

The round-trip time in Figure 2.1.3.1‑2, (rt, consists of two components:

(rt  = (c + (l
where (c = the sum of the time taken by an ACK packet to travel from the client to the server and the time taken by a TCP data segment to travel from the server to the base station router; (l = the transmission time of a TCP data segment over the access link from the base station router to the client.

In this model of TCP, (c is modeled as an exponentially distributed random variable with a mean of 50 ms; (l is determined by the available access link throughput.  Also, it should be mentioned that the detailed specifics of congestion control and avoidance has not been modeled in Phase I simulations; only the slow-start part has been modeled.  It is also assumed that, the receiver window size is very large and hence is not a limitation.

From Figure 2.1.3.1‑2, it can be observed that, during the slow-start process, for every ACK packet received by the sender two data segments are generated and sent back to back.  Thus, at the base station, after a packet is successfully transmitted, two segments arrive back-to-back after an interval (c.  Based on this observation, the packet arrival process at the base station for the download of an object is shown in Figure 2.1.3.1‑3.  It is described as follows: 

1. Let S = size of the object in bytes. Compute the number of packets in the object, N = (S/(MTU-40)(. Let W = size of the initial congestion window of TCP
.

2. If N>W, then W packets are put into the queue for transmission; otherwise, all packets of the object are put into the queue for transmission in FIFO order. Let P=the number of packets remaining to be transmitted. If P=0, go to step 6.

3. Wait until a packet of the object in the queue is transmitted over the access link.

4. Schedule arrival of next two packets (or the last packet if P=1) of the object after an interval of (c.  If P=1, then P=0, else P=P-2.

5.  If P>0 go to step 3.

6. Preserve PW = N+W, as the size of the congestion window to be used by persistent TCP connections.

7. Return.
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Figure 2.1.3.1‑3 Packet Arrival Process at the Base Station for the Download of an Object Using TCP; PW = the Size of the TCP Congestion Window at the End of Transfer of the Object; Tc=(c (Described in Figure 2.1.3.1‑2)

2.1.3.2 HTTP Model

2.1.3.2.1 HTTP Traffic Model Characteristics
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Figure 2.1.3.2.1‑1 Packet Trace of a Typical Web Browsing Session

Figure 2.1.3.2.1‑1 shows the packet trace of a typical web browsing session.  The session is divided into ON/OFF periods representing web-page downloads and the intermediate reading times.  In Figure 2.1.3.2.1‑1, the web-page downloads are referred to as packet calls and are denoted as such in [18]. These ON and OFF periods are a result of human interaction where the packet call represents a user’s request for information and the reading time identifies the time required to digest the web-page.

As is well known, web-browsing traffic is self-similar.  In other words, the traffic exhibits similar statistics on different timescales.  Therefore, a packet call, like a packet session, is divided into ON/OFF periods as in Figure 2.1.3.2.1‑2.  Unlike a packet session, the ON/OFF periods within a packet call are attributed to machine interaction rather than human interaction.  As an example, consider a typical web-page from the Wall Street Journal (WSJ) Interactive edition depicted in Figure 2.1.3.2.1‑3.  This web-page is constructed from many individually referenced objects.  A web-browser will begin serving a user’s request by fetching the initial HTML page using an HTTP GET request.  After receiving the page, the web-browser will parse the HTML page for additional references to embedded image files such as the graphics on the tops and sides of the page as well as the stylized buttons.  The retrieval of the initial page and each of the constituent objects is represented by ON period within the packet call while the parsing time and protocol overhead are represented by the OFF periods within a packet call.  For simplicity, the term “page” will be used in this paper to refer to each packet call ON period.   As a rule-of-thumb, a page represents an individual HTTP request explicitly initiated by the user. The initial HTML page is referred to as the “main object” and the each of the constituent objects referenced from the main object are referred to as an “embedded object”. 
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Figure 2.1.3.2.1‑2 Contents in a Packet Call
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Figure 2.1.3.2.1‑3 A Typical Web Page and Its Content

The parameters for the web browsing traffic are as follows:

· SM: Size of the main object in a page

· SE: Size of an embedded object in a page

· Nd: Number of embedded objects in a page

· Dpc: Reading time

· Tp: Parsing time for the main page

The packet traffic characteristics within a packet call will depend on the version of HTTP used by the web servers and browsers. Currently two versions of the protocol, HTTP/1.0 and HTTP/1.1[7,8,11,12,13], are widely used by the servers and browsers. These two versions differ in how the transport layer TCP connections are used for the transfer of the main and the embedded objects as described below. 

In HTTP/1.0, a distinct TCP connection is used for each of the main and embedded objects downloaded in a web page. Most of the popular browser clients download the embedded objects using multiple simultaneous TCP connections; this is known as HTTP/1.0-burst mode transfer. The maximum number of such simultaneous TCP connections, N, is configurable; most browsers use a maximum of 4 simultaneous TCP connections. If there are more than N embedded objects, a new TCP connection is initiated when an existing connection is closed. The effects of slow-start and congestion control overhead of TCP occur on a per object basis.

In HTTP/1.1, persistent TCP connections are used to download the objects, which are located at the same server and the objects are transferred serially over a single TCP connection; this is known as HTTP/1.1-persistent mode transfer. The TCP overhead of slow-start and congestion control occur only once per persistent connection.

2.1.3.2.2 HTTP Traffic Model Parameters

The distributions of the parameters for the web browsing traffic model were determined based on the survey of the literature on web browsing traffic characteristics [12,13]. These parameters are described in Table 2.1.3.2.2‑1

Table 2.1.3.2.2‑1 HTTP Traffic Model Parameters

	Component
	Distribution
	Parameters
	PDF

	Main object size (SM)
	Truncated Lognormal
	Mean = 10710 bytes
Std. dev. = 25032 bytes

Minimum = 100 bytes

Maximum = 2 Mbytes
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	Embedded object size (SE)
	Truncated Lognormal
	Mean = 7758 bytes
Std. dev. = 126168 bytes

Minimum = 50 bytes

Maximum = 2 Mbytes
	[image: image232.wmf]5

m

f



	Number of embedded objects per page (Nd)
	Truncated Pareto
	Mean = 5.64
Max. = 53
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	Reading time (Dpc)
	Exponential
	Mean = 30 sec
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	Parsing time (Tp)
	Exponential
	Mean = 0.13 sec
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From the literature [13], it was found that, most of the web pages are downloaded in HTTP/1.0-burst mode or HTTP/1.1-persistent mode. From the statistics presented in these literatures, it was concluded that, a 50%-50% distribution of the web pages between HTTP 1.0-burst mode and HTTP 1.1-serial mode will closely approximate the web browsing traffic behavior in the Internet in the short term (in the time-frame of 1xEV-DV deployment). Also, based on some of the studies on packet size properties in the Internet [10,19], it was observed that, the MTU sizes most prominently used by the TCP connections in the Internet are 576 bytes and 1500 bytes.  A distribution of 24%-76% of all web pages for transfer using an MTU of 576 bytes and 1500 bytes
 along with the TCP control segments of 40 bytes (as described in Figure 2.1.3.1‑1) will closely approximate the packet size characteristics for the downlink. Thus, the web traffic generation process can be described as in Figure 2.1.3.2.2‑1.
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Figure 2.1.3.2.2‑1 Modeling a Web Page Download

In the rest of this section, the packet arrival models are described which approximate the packet arrival process on the downlink in HTTP/1.0-burst mode and HTTP/1.1-persistent mode.

2.1.3.2.2.1 Packet Arrival Model for HTTP/1.0-Burst Mode 

The download of the web page is modeled as follows:

1. The main object is downloaded with a new TCP connection whose initial        congestion window size is 1.

2. The embedded objects are partitioned into groups of four objects; each group is called a composite object. 

3. A composite object, made of b (1<=b<=4) embedded objects, is transferred using a new TCP connection whose initial window size is b.

4. The transfer of the 1st composite object is initiated Tp+(c second after the transmission of the main object is completed. The transfer of subsequent composite object begins (c second after the transmission of the previous composite object is completed.

The transfer of the main object, or of a composite object made of b embedded objects, is modeled as shown in Figure 2.1.3.2.2.1‑1. The process is described as follows:

1. Let S = size of the object in bytes. If it is the main object, set the initial TCP window size m=1; if it is a composite object, set m=b, where b=the number of embedded objects in the composite object.

2. Put m 40-byte SYN+ACK packets for the connection establishment into the queue for transmission and wait until it is transmitted.

3. Transmit another set of m 40-byte packets [9].

4. Begin transfer of the object (using the flowchart of Figure 2.1.3.1‑3) (c second later with an initial TCP window size m.

5. When transfer of the object is completed, transmit m 40-byte FIN segment to initiate closing of connection.

6. Wait for (c second.

7. Transmit m 40-byte ACK packets to complete connection close.
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Figure 2.1.3.2.2.1‑1 Download of an Object in HTTP/1.0-Burst Mode

2.1.3.2.2.2 Packet Arrival Model for HTTP/1.1-Persistent Mode 

The download of the web page is modeled as follows:

1. The main object is transferred using a new TCP connection whose initial window size is 1; this TCP connection and its congestion window size is preserved.

2. All of the embedded objects are transferred, serially one after another, using the preserved TCP connection.

3. The transfer of embedded objects begins Tp+(c second after the completion of the transfer of the main object.

4. The TCP congestion window size is preserved at the end of transmission of each embedded object. 

5. Transfer of next embedded object begins (c second after the transmission of the previous embedded object is completed.

6. At the end of transfer of all embedded objects, the client initiates release of the TCP connection.

The transfer of the main and embedded objects is shown in Figure 2.1.3.2.2.2‑1. It is described as follows:

1. Let S = size of the main object in bytes. 

2. Transmit a 40-byte SYN+ACK packet for the connection establishment.

3. Transmit another 40-byte packet.

4. Begin transfer of the main object (using the flowchart of Figure 2.1.3.1‑3) (c second later with an initial TCP window size 1.

5. At the end of transfer of the main object, preserve the congestion window size PW; 

6. Wait for Tp sec (the parsing time). 
7. If Nd = 0 (there are no embedded objects), go to step 16.

8. Let I=1.

9. Transmit four 40-byte packets.

10. If I>Nd (the number of embedded objects) go to step 16

11. Wait for (c second (for initiation of transfer of embedded object).

12. S = size of the I-th embedded object in bytes.

13. Begin transfer of the I-th embedded object (using the flowchart in Figure 2.1.3.1‑3) with initial TCP congestion window size of PW (the preserved congestion window).

14. At the completion of transfer of the I-th object, preserve the congestion window size PW. 

15. I = I+1; go to step 10 to initiate transfer of next embedded object.

16. Wait for (c (delay for client initiated TCP close).

17. Transmit a 40-byte ACK packet for connection close.

18. Transmit a 40-byte FIN packet for connection close.
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Figure 2.1.3.2.2.2‑1 Download of Objects in HTTP/1.1-Persistent Mode
2.1.3.3 FTP Model

2.1.3.3.1 FTP Traffic Model Characteristics

In FTP applications, a session consists of a sequence of file transfers, separated by reading times.  The two main parameters of an FTP session are:

1. S : the size of a file to be transferred

2. Dpc: reading time, i.e., the time interval between end of download of the previous file and the user request for the next file.

The underlying transport protocol for FTP is TCP.  The model of TCP connection described in section 2.1.3.1 will be used to model the FTP traffic.  The packet trace of an FTP session is shown in Figure 2.1.3.3.1‑1.
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Figure 2.1.3.3.1‑1 Packet Trace in a Typical FTP Session
2.1.3.3.2  FTP Traffic Model Parameters

The parameters for the FTP application sessions are described in Table 2.1.3.3.2‑1.

Table 2.1.3.3.2‑1 FTP Traffic Model Parameters

	Component
	Distribution


	Parameters


	PDF



	File size (S)
	Truncated Lognormal
	Mean = 2Mbytes

Std. Dev. = 0.722 Mbytes

Maximum = 5 Mbytes
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	Reading time (Dpc)
	Exponential
	Mean = 180 sec.
	[image: image237.wmf]55

,

2

,

1

.

1

,

,

1

=

=

=

a

=

a

=

<

£

+

a

a

a

=

÷

ø

ö

ç

è

æ

m

k

m

x

m

k

f

x

m

x

k

x

k

f

x




Based on the results on packet size distribution [10,19] (described in section 2.1.3.2.2), 76% of the files are transferred using and MTU of 1500 bytes and 24% of the files are transferred using an MTU of 576 bytes. For each file transfer a new TCP connection is used whose initial congestion window size is 1 segment (i.e. MTU). The packet arrival process at the base station is described by the flowchart in Figure 2.1.3.1‑3 (in which the object represents the file being transferred).  The process for generation of FTP traffic is described in Figure 2.1.3.3.2‑1.
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Figure 2.1.3.3.2‑1 Model for FTP Traffic

2.1.3.4 WAP Model

Each WAP request from the browser is modeled as having a fixed size and causes the WAP server to send back a response with an exponentially distributed response time.  The WAP gateway response time is the time between when the last octet of the request is sent and when the first octet of the response is received from the WAP server.  The response itself is composed of a geometrically distributed number of objects, and the inter-arrival time between these objects is exponentially distributed.  Once the last object is received, the exponentially distributed reading time starts, and it ends when the WAP browser generates the next request. Figure 2.1.3.4‑1 illustrates the data flow for the WAP traffic model and Table 2.1.3.4‑1 describes the distribution of the model parameters.
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Figure 2.1.3.4‑1 Packet Trace for the WAP Traffic Model

During the simulation period, the model assumes that each WAP user is continuously active, i.e., making WAP requests, waiting for the response, waiting the reading time, and then making the next request.

Table 2.1.3.4‑1 WAP Traffic Model Parameters

	Packet based information types
	Size of WAP request
	Object size
	# of objects per response
	Inter-arrival time between objects
	WAP gateway response time
	Reading time

	Distribution
	Deterministic
	Truncated Pareto

(Mean= 256 bytes, Max= 1400 bytes)
	Geometric
	Exponential
	Exponential
	Exponential

	Distribution
Parameters
	76 octets
	K = 71.7 bytes,
( = 1.1
	Mean = 2
	Mean = 1.6 s
	Mean = 2.5 s
	Mean = 5.5 s


2.1.3.5 Near Real Time Video Model

The following section describes a model for streaming video traffic on the forward link.  Figure 2.1.3.5‑1 describes the steady state of video streaming traffic from the network as seen by the base station.  Latency of starting up the call is not considered in this steady state model.
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 Figure 2.1.3.5‑1 Video Streaming Traffic Model

A video streaming session is defined as the entire video streaming call time, which is equal to the simulation time for this model.
Each frame of video data arrives at a regular interval T determined by the number of frames per second (fps).  Each frame is decomposed into a fixed number of slices, each transmitted as a single packet.  The size of these packets/slices is distributed as a truncated Pareto.  Encoding delay, Dc, at the video encoder introduces delay intervals between the packets of a frame.  These intervals are modeled by a truncated Pareto distribution.

The parameter TB is the length (in seconds) of the de-jitter buffer window in the mobile station used to guarantee a continuous display of video streaming data.  This parameter is not relevant for generating the traffic distribution but is useful for identifying periods when the real-time constraint of this service is not met.  At the beginning of the simulation, it is assumed that the mobile station de-jitter buffer is full with (TB x source video data rate) bits of data.  Over the simulation time, data is “leaked” out of this buffer at the source video data rate and “filled” as forward link traffic reaches the mobile station.  As a performance criterion, the mobile station can record the length of time, if any, during which the de-jitter buffer runs dry.  The de-jitter buffer window for the video streaming service is 5 seconds.

Using a source video rate of 32 kbps, the video traffic model parameters are defined in Table 2.1.3.5‑1.

Table 2.1.3.5‑1 Video Streaming Traffic Model Parameters

	Information types
	Inter-arrival time between the beginning of each frame
	Number of  packets (slices) in a frame
	Packet (slice) size
	Inter-arrival time between packets (slices) in a frame

	Distribution
	Deterministic

(Based on 10fps)
	Deterministic
	Truncated Pareto

(Mean= 50bytes, Max= 125bytes)
	Truncated Pareto

(Mean= 6ms, Max= 12.5ms)

	Distribution
Parameters
	100ms
	8
	K = 20bytes
( = 1.2
	K = 2.5ms
( = 1.2


2.1.3.6  Voice Model

Voice follows standard Markov source model. The voice activity factor is 0.403 with 29% full rate, 60% eighth rate, 4% half rate, and 7% quarter rate.  The corresponding transition probabilities are defined in C.S0025 (TIA/EIA/IS-871).

Voice capacity shall be obtained based on three outage criteria (Short Term FER 15%, Per User Outage 1%, and System Outage 3%) defined in Appendix C.

Ignoring other effects, energy consumption per bit for the four data rates in the voice service is the same. That implies, for example, the required traffic Ec for the 4800 bps is 3 dB less than that required for 9600 bps.

Voice is modeled as C.S002 (IS2000) RC3 and RC4, power controlled, with and without STS.  Four possible combinations of RC3 and RC4, non-transmit-diversity, and STS shall be simulated independently. Power control subchannel power consumption shall be specified. The forward power control subchannel is sent at the same power level as the full rate (9.6 kbps) frame when the MS is not in soft handoff.  That subchannel is sent at a level 3 and 5 dB higher than the 9.6 kbps level when in two-way and three-way soft handoff, respectively. The reverse link power control subchannel is sent on the Reverse Pilot Channel in a TDM fashion with the same power level as the pilot.  Any other arrangements in the proposals shall be properly accounted for with clear definitions for power consumption. The power consumption by all reverse link overhead channels, including the Reverse Pilot Channel shall be specified and justified.

2.1.3.7  Supplemental Channel (SCH) Model (Optional for Phase I)

If SCH is simulated in Phase I, proponents shall follow the set of system level modeling assumptions listed below for assessing the impact of SCH operation in a transitional system:
1. Loading scenarios – both data and data + voice are required
:

a. Data only [one 1x SCH user for every 1xEV-DV data user, e.g., if 10 data users are dropped per sector, 5 of them are 1xEV-DV users and the rest are 1x SCH users].

b. Data + voice ((0.5Nmax( voice users per sector, remainder for data users – same mix as 1a]. 

c. SCH users only.  The performance shall be evaluated with round robin scheduler to calibrate simulators across companies.

2. Traffic models: same traffic models as 1xEV-DV packet data as well as same traffic mix, i.e., 56.43% WAP, 24.43% HTTP, 9.29% FTP, and 9.85% near real time video.
3. SCH Performance: link frame erasures are generated according to section 2.2.

4. Joint or independent scheduling can be used; scheduler description shall be provided.

5. Same performance metrics defined in section 2.3 for 1xEV-DV packet data shall be provided for SCH.

6. Radio configuration 4 (RC4) shall be used; RC3 may be used.

7. Fast forward power control with feedback error rate is as defined in Table 2.1.2‑1.

8. Delay Criterion: 

a. For HTTP, FTP and near real time video: <2% of SCH users achieve less than 4800bps throughput (goodput). The throughput will be the user's packet call throughput, except in the case where there is no arrival process (FTP users are persistent) in which case it will be the throughput averaged over the simulation time. Note that the mix of SCH users and 1xEV-DV packet data users shall be as given in 1a) above.

b. For WAP: as specified in section 2.1.5.2.

c. Neal real time video users shall also satisfy the performance criteria defined in section 2.1.5.1.
9. All SCH rates are permitted.

2.1.4 Fairness Criteria

Because maximum system capacity may be obtained by providing low throughput to some users, it is important that all mobile stations be provided with a minimal level of throughput.  This is called fairness.  The fairness is evaluated by determining the normalized cumulative distribution function (CDF) of the user throughput, which meets a predetermined function in two tests (seven test conditions).  The same scheduling algorithm shall be used for all simulation runs.  That is, the scheduling algorithm is not to be optimized for runs with different traffic mixes.  The owner(s) of any proposal are also to specify the scheduling algorithm.  

Let Tput[k] be the throughput for user k.  The normalized throughput with respect to the average user throughput for user k, 
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The CDF of the normalized throughputs with respect to the average user throughput for all users is determined.  This CDF shall lie to the right of the curve given by the three points in Table 2.1.4‑1.

Table 2.1.4‑1 Criterion CDF

	Normalized Throughput w.r.t average user throughput
	CDF

	0.1
	0.1

	0.2
	0.2

	0.5
	0.5


This CDF shall be met for the seven test conditions given in the following two tests: 

Test 1 – for FTP, six test conditions

· Single path Rayleigh fading

· 3, 30, 100 km/h

· All FTP users, with buffers always full – Note that this model differs from the FTP traffic model specified in section 2.1.3.3
· 10, 20 users dropped uniformly in a sector

· 80% of BS power available for data users; max. BS power = 20 w

· Full BS power from other cells

· The 6 test conditions are the combinations 3, 30, and 100 km/h with 10 and 20 FTP users per sector

Test 2 – for HTTP, one test condition

· Single path Rayleigh fading

· 3 km/h

· HTTP users, with traffic model provided in Table 2.1.4‑2 – Note that this traffic model differs from the HTTP traffic model specified in section 2.1.3.2
· 44 users dropped uniformly in a sector

· 70% of BS power available for data users; max. BS power = 20 w

· Full BS power from other cells

Table 2.1.4‑2 Web Browsing Model Parameters

	Process

	Random Variable
	Parameters

	Packet Calls Size
	Pareto with cutoff
	α=1.2, k=4.5 Kbytes, m=2 Mbytes, μ = 25 Kbytes

	Time Between Packet Calls
	Geometric
	μ = 5 seconds


2.1.5 Delay Criteria

Except for WAP users, all 1xEV-DV packet data (HTTP, FTP, or near real time video) users shall satisfy the following delay criterion: no more than 2% of the users shall get less than 9600 bps throughput (goodput). The throughput will be the user's packet call throughput, except in the case where there is no arrival process (FTP users are persistent) in which case it will be the throughput averaged over the simulation time.

Neal real time video users shall also satisfy the performance criteria defined in section 2.1.5.1.

WAP users shall satisfy the delay criterion defined in section 2.1.5.2.

2.1.5.1  Performance Criteria for Neal Real Time Video
Video playout buffers introduce a delay between receipt of frames and the frame playout.  This absorbs variations in the data arrival pattern and permits a continuous playout of the frames.  The actual design of these playout buffers involves a number of factors (including reset policies when the buffer runs dry) and is specific to the mobile.  To avoid modeling such implementation details, we focus on what the BS scheduler must do to generally accommodate this continuous playout.  Therefore, the scheduler should transmit an entire video frame within 5 second of receipt of the entire frame (i.e., receipt of the last octet of the last slice of the frame).  If a frame exceeds the 5-second requirement, the scheduler discards the remainder of the frame that has not yet been transmitted.  The size and arrival statistics for the video frames are defined in section 2.1.3.5.

Therefore, the performance requirement is that the fraction of video frames that are not completely transmitted within 5 seconds of their arrival at the scheduler shall be less than 2% for each user.  All users shall meet the above performance requirement.

2.1.5.2  Delay Criterion for WAP Users

No more than 2% of the users shall get less than 4800 bps throughput (goodput). The throughput will be the user's packet throughput. The packet throughput of a user is defined as the ratio of the total number of information bits that an user successfully receives and the accumulated delay for all packets for the user, where the delay for an individual packet is defined as the time between when the packet enters the queue at transmitter and the time when the packet is received successively by the mobile station. If a packet is not successfully delivered by the end of a run, its ending time is the end of the run.  Using the terminology defined in Appendix D, the packet throughput for user(m,n) can be obtained as

Packet throughput for user(m,n)  
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2.1.6 Signaling Errors

Signaling errors shall be modeled and specified as in Table 2.1.6‑1.

Table 2.1.6‑1 Signaling Errors

	Signaling Channel
	Errors
	Impact

	ACK/NACK channel
	Misinterpretation, misdetection, or false detection of the ACK/NACK message
	Transmission (frame or encoder packet) error or duplicate transmission

	Explicit Rate Indication
	Misinterpretation of rate
	One or more Transmission errors due to decoding at a different rate (modulation and coding scheme)

	User identification channel
	A user tries to decode a transmission destined for another user; a user misses transmission destined to it.
	One or more Transmission errors due to HARQ/IR combining of wrong transmissions 

	Rate or C/I feedback channel
	Misinterpretation of rate or C/I feedback information
	Potential transmission errors

	Fast cell site selection signaling, e.g., transmit sector indication, transfer of H-ARQ states etc.
	Misinterpretation of selected sector; misinterpretation of frames to be retransmitted.
	Transmission errors


Proponents shall quantify and justify the signaling errors and their impacts in the evaluation report.  As an example, if an ACK is misinterpreted as a NACK (duplicate transmission), the packet call throughput will be scaled down by (1-pACK), where pACK is the ACK error probability.

2.1.7 C/I Predictor Model for System Simulation

Each company shall use their own prediction methodology and describe the prediction method in enough detail so other companies can replicate the simulations. This will include the timing diagram from measurements at the mobile to scheduling decisions at the base station based on those measurements.  Furthermore, this delay shall be explicitly modeled in the system level simulator.

2.1.8 Dynamical Simulation of the Forward Link Overhead Channels for 1xEV-DV Packet Data Channel

Dynamically simulating the overhead channels for 1xEV-DV is essential to capture the dynamic nature of power and code space allocation to these channels. The simulations shall be done as follows: 

1) The performance of the new overhead channels (other than the Pilot Channel, Sync Channel, and Paging Channel) must be included in the system level simulations. The Pilot Channel, Sync Channel, and Paging Channel are taken into account as part of the fixed overhead (power and code space).  

2) There are two types of these new overhead channels:  static and dynamic. A static overhead channel requires fixed base station power. A dynamic overhead channel requires dynamic base station power.

3) The system level simulations do not directly include the coding and decoding of these new overhead channels.  There are two aspects that are important for the system level simulation:  the required Ec/Ior during the simulation interval (e.g., a power control group) and demodulation performance (detection, miss, and error probability — whatever is appropriate).

4) The link level performance is evaluated off-line by using separate link-level simulations.  Quasi-static approach shall be used to conduct the link-level simulation.  The performance is characterized by curves of detection, miss, false alarm, and error probability — whatever is appropriate versus Eb/No.

5) For static overhead channels, the system simulation should compute the received Eb/No.

6) For dynamic overhead channels with open-loop control only, the simulations should take into account the estimate of the required forward link power that needed to be transmitted to the mobile station.  For dynamic overhead channels that use closed loop feedback, the base station allocates forward link power based upon the combination of open-loop and closed-loop feedback.  During the reception of overhead information, the system simulation should compute the received Eb/No.

7) Once the received Eb/No is obtained, then the various miss error events should be determined.  The impact of these events should then be modeled.   The false alarm events are evaluated in link-level simulation, the simulation results will be included in the evaluation report. The impact of false alarm will be appropriately taken into account in system-level simulation, such as delay increase and throughput reduction for both the forward link and the reverse link.

8) The Walsh space utilization shall be modeling dynamically.

9) All new overhead channels shall be modeled.

10) If a proposal adds messages to an existing channel (overhead or otherwise), the proponent shall justify that this can be done without creating undue loading on this channel.  If a proposal requires an additional overhead channel of the type that is already in cdma2000, then the proposal shall include the power required for this channel.  The system level and link level simulation required for this modified overhead channel as a result of the new messages shall be performed according to 3) and 4), respectively.

2.1.9 Reverse Link Modeling in Forward Link System Simulation
The proponents shall only model feedback errors  (e.g. power control, acknowledgements, rate indication, etc.) and measurements (e.g. C/I measurement) without explicitly modeling the reverse link and reverse link channels. In addition to supplying the feedback error rate average and distribution, the measurement error model and selected parameters, the estimated power level required for the physical reverse link channels will be supplied (including those used for fast cell selection even though it is not going to be explicitly modeled for the 1xEV-DV system simulations).

2.2  Link Level Modeling

The performance characteristics of individual links used in the system simulation are generated a priori from link level simulations.

MAX-LOG-MAP shall be used as turbo decoder metric, as specified in Appendix H.

Quasi-static approach with fudge factors or with short term FER shall be used to generate the frame erasures for 1xEV-DV packet data channel, dynamically simulated forward link overhead channels, voice and SCH, as described below. 

Brief Description of Quasi-Static Approach with Fudge Factors: 

Quasi-static approach with fudge factors shall be used for 1xEV-DV Packet Data Channel and Dynamically Simulated Forward Link Overhead Channel.

The aggregated Es/Nt is computed over a transmission period and mapped to an FER using AWGN curves. The proponent shall select one of two possible methods to determine the FER:

a) Map the aggregated Es/Nt directly to the AWGN curve corresponding to the given modulation and coding.

b) Adjust the aggregated Es/Nt for the given modulation and coding and lookup a curve obtained using a reference modulation and coding.

Furthermore the proponents shall account for an additional Es/Nt loss at higher Dopplers for either method.

Full details of the quasi-static frame error modeling with fudge factors are given in the Appendix F.

Description of Quasi-Static Approach with Short Term FER:

Quasi-static approach with short term FER shall be used to generate frame erasures for voice and SCH.

A full set of short term FER vs. average Eb/Nt per frame curves is generated as a function of radio configurations, transmission diversity schemes, channel models, different ways of soft hand-off (SHO), different SHO imbalances, and geometries. The number of curves should be reduced if possible, provided that this won’t unduly affect the validity of this quasi-static approach. 

All companies shall use the same set of short term FER vs. average Eb/Nt per frame. 

In the system-level simulation, the average Eb/Nt per frame is computed as follows. First, the average Eb/Nt is calculated in a PCG. The short-term average Eb/Nt per frame is defined as the average of the average Eb/Nt for all 16 PCG’s in a frame, i.e.,
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where (Eb/Nt)n is the average Eb/Nt in the n-th PCG in a frame. Note that finger combining and self-interference are applied before the average Eb/Nt in a PCG is calculated. Once the Eb/Nt is calculated as in the above equation, it is used to look up the corresponding link level short term FER vs. average Eb/Nt per frame curves for the specific condition (i.e., radio configuration, transmission diversity scheme, channel model, way of soft hand-off (SHO), SHO imbalance(s), and geometry). A frame erasure event is then generated based on the FER value. 

If a short term FER vs. average Eb/Nt per frame curve is not available for a condition, the curve should be computed by interpolating those curves for similar conditions (e.g., between the factors for closest geometries available).

The short FER vs. average Eb/Nt per frame curves shall be generated as follows:

1. The link-level simulation is conducted for a specific condition. The average Eb/Nt in a frame and the frame erasure indicator for the frame are recorded. The average Eb/Nt per frame is computed as follows in the link-level simulation 
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where n is the index of PCG in a frame and k is the index of symbols within a PCG. 
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 is the signal component in the k-th received coded symbol in the n-th PCG, 
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 is the noise and interference component in the k-th received symbol in the n-th PCG in a frame, and m is the inverse of the code rate (i.e., 4 for RC3 and 2 for RC4, etc). 

2. Generate the histogram of FER vs. the average Eb/Nt per frame, i.e., the range of Eb/Nt is divided into many bins, and the FER in each bin is computed based on the outputs mentioned in step 1.  The size of each bin is 0.25dB.

2.2.1 Channel Models

A channel model corresponds to a specific number of paths, path delay and power profile (ITU multi-path models), and Doppler frequencies for the paths.

Table 2.2.1‑1 Channel Models

	Channel Model
	Multi-path Model
	# of Fingers
	Speed (kmph)
	Fading
	Assignment Probability

	Model A
	Pedestrian A
	1
	3
	Jakes
	0.30

	Model B
	Pedestrian B
	3
	10
	Jakes
	0.30

	Model C
	Vehicular A
	2
	30
	Jakes
	0.20

	Model D
	Pedestrian A
	1
	120
	Jakes
	0.10

	Model E
	Single path
	1
	0, fD=1.5 Hz
	Rician Factor K = 10 dB
	0.10


The channel models are randomly assigned to the various users according to the probabilities of Table 2.2.1‑1 at the beginning of each drop and are not changed for the duration of that drop.  The assignment probabilities given in Table 2.2.1‑1 are interpreted as the percentage of users with that channel model in each sector.

The Fractional Recovered Power (FRP) and Fractional UnRecovered Power (FURP) are given in Table 2.2.1‑2.  FURP shall contribute to the interference of the finger demodulator outputs as an independent fader.

Table 2.2.1‑2 Fractional Recovered Power and Fractional UnRecovered Power

	Model
	Finger1 (dB)
	Delay
	Finger2 (dB)
	Delay (Tc)
	Finger3 (dB)
	Delay (Tc)
	FURP (dB)

	Ped-A
	-0.06
	0.0
	
	
	
	
	-18.8606

	Ped-B
	-1.64
	0.0
	-7.8
	1.23
	-11.7
	2.83
	-10.9151

	Veh-A
	-0.9
	0.0
	-10.3
	1.23
	
	
	-10.2759


The delay values given in Table 2.2.1‑2 are for information purposes and do not need to be accounted for in the system simulation. 

Each channel model shall be modeled in the system level simulation as follows:

In the system level simulation, the interference due to unrecovered power shall be modeled as an additional ray that is not demodulated by the Rake receiver.  Let J denote the number of rays used in a particular channel model, excluding the ray used to model FURP.  The average power assigned to each of the rays is given in Table 2.2.1‑2.  The average power assigned to the ray used to model FURP is also given in Table 2.2.1‑2.  The recovered rays and the additional ray used to model the unrecovered power all fade independently of each other.
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 denote the samples of the fading processes, for a particular PCG, of the J recovered rays.  Let 
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 denote the sample of the fading process for the additional ray used to model interference due to the unrecovered power, for a particular PCG.  Let 
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 denote the signal-to-interference ratio for each of the Rake fingers, which can be expressed as
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where G denotes the subscriber geometry, given by


[image: image41.wmf]å

=

+

=

N

n

n

oc

or

n

I

N

I

G

1

2

0

)

(

ˆ

r

 ,










N is the number of interfering sectors, 
[image: image42.wmf]n
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 is the fading process of the ray between the receiver and the n-th interfering sector for a particular PCG, N0 is the variance of the thermal noise, 
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 is the total energy per chip averaged over fading and received from the serving sector, and Ioc(n) is the total energy per chip averaged over fading and received from the n-th interfering sector.  

In the system level simulation, the Rake fingers shall be combined using pilot-weighted combining.  The signal-to-interference ratio at the output of the pilot-weighted combiner is given by
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This combined C/I shall further be limited by a C/I ceiling as described in section 2.1.2.

For system level simulations including transmit diversity (STS), the channels between the two transmit antennas and the subscriber are assumed to fade independently of each other.  The channel models are taken from Table 2.2.1-2. For a particular PCG, let 
[image: image45.wmf]{

}

J

i

i

1

=

g

 and 
[image: image46.wmf]{

}

J

i

i

1

~

=

g

, respectively, denote the samples of the fading processes for the J recovered rays of the first and second antennas.  Let 
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, respectively, denote the sample of the fading process for the additional rays used to model interference due to the unrecovered power for the first and second antennas.

Let 
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 denote the signal-to-interference ratio of Rake fingers demodulating symbols transmitted from the first antenna.  For transmit diversity using STS, one-half of the energy of a given code symbol is transmitted on each of the antennas.  If all code channels are transmitted using transmit diversity, the signal-to-interference ratio of the i-th Rake finger can be expressed as


[image: image50.wmf](

)

(

)

ú

û

ù

ê

ë

é

+

+

÷

ø

ö

ç

è

æ

+

+

=

å

¹

£

£

-

i

k

J

k

k

k

i

i

G

I

C

,

1

2

2

2

2

1

2

,

1

~

~

2

1

2

g

g

l

l

g


Let 
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 denote the signal-to-interference ratio of Rake fingers demodulating symbols transmitted from the second antenna, which can be expressed as


[image: image52.wmf](

)

(

)

ú

û

ù

ê

ë

é

+

+

÷

ø

ö

ç

è

æ

+

+

=

å

¹

£

£

-

i

k

J

k

k

k

i

i

G

I

C

,

1

2

2

2

2

1

2

,

2

~

~

2

1

2

~

g

g

l

l

g


The signal-to-interference ratio for STS with pilot-weighted combining of the Rake fingers in both delay and diversity is given by
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This combined C/I shall further be limited by a C/I ceiling as described in section 2.1.2.
2.3  Simulation Flow and Output Matrices 

Either center cell method or the iteration method shall be used.

The total simulation time per drop shall be long enough to guarantee residual FER for Phase I to be 10-2 with certain confidence level.  The required upper layers to guarantee the TCP input FER to be 10-4 shall be implemented in Phase II.  Any overhead of the upper layers in Phase II shall not be included in Phase I.

2.3.1 Simulation Flow for the Center Cell Method 

The simulation will make the following assumptions: 

1. The system consists of 19 hexagonal cells.  Six cells of the first tier and 12 cells of the second tier surround the central cell.  Each cell has three sectors.

2. Mobiles are first dropped uniformly throughout the system. Each mobile corresponds to an active user session.  A session runs for the duration of the drop. Mobiles are assigned channel models described in Table 2.2.1‑1 with the given probabilities.

3. For simulation of systems loaded only with voice-only mobiles, the first run is done with five mobile stations per sector and every run following that is done with five more mobile stations per sector until the outage criteria are violated, after which every run is done with one less mobile until the outage criteria are satisfied. The maximum number of users per sector of Nmax (voice capacity) is achieved if Nmax + 1 users per sector would not satisfy the outage criteria and Nmax users per sector would.

4. For simulation of the system loaded only with data-only mobiles, the runs are done with an increment of two mobile stations per sector. 

5. With voice-only and data-only mobile stations in the same simulated system, the number of voice-only mobile stations is fixed at (0.5Nmax( or (0.8Nmax( per sector.  The number of data-only mobile stations is incremented by two mobile stations per sector for each successive simulation run.

6. Mobile stations are randomly dropped over the 57 sectors such that each sector has the required numbers of voice and data users. Although users may be in soft-handoff, each user is assigned to only one sector for counting purpose. To simplify the simulation, only two-way or three-way handoff is used for voice users.  A voice user on a two-way or three-way soft handoff counts as ½ or 1/3 a user on each of the sectors in the Active Set, respectively. A data user shall be assigned to a sector if the sector is its primary server.  All sectors of the system shall continue accepting users until the desired fixed number of data/voice users per sector is achieved everywhere. 

7. Fading signal and fading interference are computed from each data/voice mobile station into each sector for each PCG or equivalent power control related time interval.

8. The total simulation time per drop will be 10 minutes excluding any time required for initialization (~10 sec).  The total number of drops per run is 12 for a total simulation time of 2 hours per condition.

9. Packet calls arrive as per the HTTP model of section 2.1.3.2. Packets are not blocked when they arrive into the system (i.e. queue depths are infinite).

10. WAP is modeled as per section 2.1.3.4.

11. FTP is modeled as per section 2.1.3.3.

12. Neal real time video is modeled as per section 2.1.3.5.

13. Packets are scheduled with a packet scheduler.

14. The ARQ process is modeled by explicitly rescheduling a packet as part of the current packet call after a specified ARQ feedback delay period.

15. Simulation flow with data-only mobiles or voice-only and data-only mobiles simultaneously is show in Figure 2.3.1‑1:

For n = 0, (0.5Nmax( or (0.8Nmax( voice-only mobiles per sector,

For each k data-only users (to be incremented by 2),

a. Place n voice users in each sector of all cells.

b. Keep adding data users until the quality of service criteria are not met.

c. Collect results according to the output matrix.

16. Only statistics of the mobiles of the center cell are collected.

17. All 57 sectors in the system shall be dynamically simulated.
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Figure 2.3.1‑1 Simulation Flow Chart

2.3.2 Simulation Flow for the Iteration Method

The cells are classified into two types: active and passive cells. Active cells are fully simulated and monitored, whereas passive cells only model the interference created by neighboring cells.

Terminology:

Active cell – the central cell of the 19 cells layout which handles all the data traffic, runs a scheduler, keeps track of the voice users, generates the transmission power profile, and collects all the statistics.

Passive cells – the other 18 cells, which follow the power profile of the active cell as found in the previous iteration. In order to break the temporal correlations 18 equally spaced offsets are introduced, one for each passive cell.  For example, for 600 second run each offset is 33 seconds, which is sufficient to compensate for any correlation. Voice calls can be in soft handoff with passive cells, in which case Ec/Ior for a given call is assumed to be the same at all the base stations in the active set. Passive cells are present in the system in order to model the inter-cell interference, and therefore data users associated with them do not need to be modeled.

Iteration – A simulation run where passive cells follow a well-specified power profile obtained from the active cell on a previous iteration. The iteration 0 starts with passive cells transmitting with the maximum power. 

Description:
1. The system consists of 19 hexagonal cells. The central cell is an active cell and is surrounded by six passive cells of the first tier and 12 passive cells of the second tier cells. Each cell has three sectors.

2. For simulation of systems loaded only with voice-only mobiles, the first run is done with five mobile stations per sector and every run following that is done with five more mobile stations per sector until the outage criteria are violated, after which every run is done with one less mobile until the outage criteria are satisfied. The maximum number of users per sector of Nmax (voice capacity) is achieved if Nmax + 1 users per sector would not satisfy the outage criteria and Nmax users per sector would.

3. For simulation of the system loaded only with data-only mobiles, the runs are done with an increment of two mobile stations per sector. 

4. With voice-only and data-only mobile stations in the same simulated system, the number of voice-only mobile stations is fixed at (0.5Nmax( or (0.8Nmax( per sector.  The number of data-only mobile stations is incremented by two mobile stations per sector for each successive simulation run.

5. Voice and data users are randomly dropped over the 57 sectors such that each cell has the required numbers of voice and data users.  To simplify the simulation, only two-way or three-way handoff is used for voice users.  A voice user on a two-way or three-way soft handoff counts as ½ or 1/3 a user on each of the sectors in the Active Set, respectively.  A data user shall be assigned to a sector if the sector is its primary server. Users whose Active Set does not contain a sector of the active (center) cell shall be discarded. The sectors of the active cell shall continue accepting users until the desired fixed number of data/voice users per sector is achieved. 

6. Fading signal and fading interference are computed for each data/voice user for each PCG or equivalent power control related time interval.

7. Iterations are performed in the following order:

· Iteration 0: Passive cells radiate at maximum power. Power statistics of the active (central) cell is collected for use in the next iteration.

· Iteration n (n>0): Run the system forcing passive cells to follow the active’s cell power profile found on the iteration (n-1). Time offsets are introduced to break the correlation, as described previously.

8. Convergence criterion: stability of the per sector throughput and of the power profile second order statistics

9. The total simulation time per drop will be 10 minutes excluding any time required for initialization (~10 sec).  The total number of drops per run is 12 for a total simulation time of 2 hours per condition.

10. Packet calls arrive as per the HTTP model of section 2.1.3.2. Packets are not blocked when they arrive into the system (i.e. queue depths are infinite).

11. WAP is modeled as per section 2.1.3.4.

12. FTP is modeled as per section 2.1.3.3.

13. Neal real time video is modeled as per section 2.1.3.5.

14. Packets are scheduled with a packet scheduler.

15. The ARQ process is modeled by explicitly rescheduling a packet as part of the current packet call after a specified ARQ feedback delay period.

16. Simulation flow with data-only mobiles or voice-only and data-only mobiles simultaneously is show in Figure 2.3.1‑1:

For n = 0, (0.5Nmax( or (0.8Nmax( voice-only mobiles per sector,

For each k data-only users (to be incremented by 2),

a. Place n voice users in each sector of all cells.

b. Keep adding data users until the quality of service criteria are not met.

c. Collect results according to the output matrix.
2.3.3 Outputs Matrices
The performance report shall contain a pdf of the forward link C/I observed in one of the sectors of the center cell under the assumption of full power transmitted by all sectors. Three curves shall be generated.  First one includes path loss, shadowing, sectorization, but not Rayleigh fading; the second one and the third one are the first one with the restriction of maximum C/I to be 13 dB and 17.8 dB, respectively.

Table 2.3.3-1 summarizes all the cases to be simulated.

Table 2.3.3-1 Required 1xEV-DV Simulation Evaluation Comparison Cases Table 
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The voice capacity numbers generated from run #1 to run #8 should be approximately the same across different companies, which can be used as calibration of different simulators. 

1xEV-DV data only with transmit diversity scenarios (run #9 and run #11) are optional for proposals that do not support transmit diversity. 

Transmit diversity (STS with independent fading assumption) will be used for framework selection.

2.3.3.1 General output matrices

The following matrices shall be provided:

1. All link-level results used in system-level simulator, 

2. The histogram of C/I used in system-level simulation, where the C/I includes path loss, shadowing, and sectorization:

a. Without any limitation on the maximum C/I

b. With a limit of 13 dB on the maximum C/I, as specified in section 2.1.2
c. With a limit of 17.8 dB on the maximum C/I, as specified in section 2.1.2
3. The curve of geometry vs. the distance from a user’s location to its closest serving cell, where geometry is solely a function of the distance and excludes fading and shadowing factors.

4. The histogram of the distance between a user and its closest serving cell/sector.

5. The performance of any estimator(s) or predictor(s) that are required by the proposal. For instance, if a channel predictor is used in the proposal, the details of the predictor/estimator, its bias, and standard deviation shall be provided by the proponent(s).

6. The performance of any forward channels that are not simulated by the link-level or system-level simulator shall be justified by the proponent. For example, if the forward signaling channels are not simulated by the system-level simulator, the proponent companies shall specify the performance of these channels and justify their claims (see section 2.1.6).

2.3.3.2 Voice Services and Related Output Matrices

The following statistics related to voice traffics shall be generated and included in the evaluation report.
1. Voice capacity, where the voice capacity is defined as the maximum number of voice users that the system can support within a sector with certain maximum system outage probability.  The details on how to determine the voice capacity of a sector are described in Appendix C.
2. The histogram of voice data rates (for a frame) per user and for all users.
3. The scattering plot of the outage probability vs. the distance from the mobile to the serving cell. In case of soft hand-off (SHO), the distance from the mobile to the closest serving cell shall be used.
4. The curve of outage indicator vs. time for each voice user. The outage indicator equals to one when the voice user is in outage, and zero otherwise. The speed, channel model and the distance of the voice user to the serving cell shall also be included in the curve. In case of SHO, the distance from the mobile to the closest serving cell shall be used. 
5. The outage probability for each user. Note that this value can be calculated from the curve described in the previous item.
The channel model and speed of a voice user are randomly chosen according to the pre-determined distributions specified in Table 2.2.1‑1.
2.3.3.3 Data Services and Related Output Matrices

The following statistics related to data traffics shall be generated and included in the evaluation report.

1. Data throughput per sector. The data throughput of a sector is defined as the number of information bits per second that a sector can deliver and are received successfully by all data users it serves, using the scheduling algorithm validated in section 2.1.4, and that certain number of voice users can be maintained with certain GOS. 
2. Averaged packet delay per sector. The averaged packet delay per sector is defined as the ratio of the accumulated delay for all packets it delivers to all users and the total number of packets it delivers. The delay for an individual packet is defined as the time between when the packet enters the queue at transmitter and the time when the packet is received successively by the mobile station. If a packet is not successfully delivered by the end of a run, its ending time is the end of the run.
3. The histogram of data throughput per user. The throughput of a user is defined as the ratio of the number of information bits that the user successfully receives during a simulation run and the simulation time. Note that this definition is applicable to all data users.
4. The histogram of packet call throughput for users with packet call arrival process. The packet call throughput of a user is defined as the ratio of the total number of information bits that an user successfully receives and the accumulated delay for all packet calls for the user, where the delay for an individual packet call is defined as the time between when the first packet of the packet call enters the queue for transmission at transmitter and the time when the last packet of the packet call is successively received by the receiver. If a packet call is not successfully delivered by the end of a run, its ending time is the end of the run, and none of the information bits of the packet call shall be counted. Note that this definition is applicable only to a user with packet call arrival process.
5. The histogram of averaged packet delay per user. The averaged packet delay is defined as the ratio of the accumulated delay for all packets for the user and the total number of packets for the user. The delay for a packet is defined as in 2. Note that this definition is applicable to all data users.
6. The histogram of averaged packet call delay for users with packet call arrival process. The averaged packet call delay is defined as the ratio of the accumulated delay for all packet calls for the user and the total number of packet calls for the user. The delay for a packet call is defined as in 4. Note that this definition is applicable only to a user with packet call arrival process.
7. The scattering plot of data throughput per user vs. the distance from the user’s location to its serving sector. In case of SHO or sector switching, the distance between the user and the closest serving sector shall be used. The data throughput for a user is defined as in 3.
8. The scattering plot of packet call throughputs for users with packet call arrival processes vs. the distance from the users’ locations to their serving sectors. In case of SHO or sector switching, the distance between the user and the closest serving sector shall be used. The packet call throughput for a user is defined as in 4.
9. The scattering plot of averaged packet delay per user vs. the distance from the mobile’s location to its serving sector. In case of SHO or sector switching, the distance between the user and its closest serving sector shall be used. The averaged packet delay per user is defined as in 2.
10. The scattering plot of averaged packet call delays for users with packet call arrival processes vs. the distance from the mobiles’ locations to their serving sectors. In case of SHO or sector switching, the distance between the user and its closest serving sector shall be used. The averaged packet call delay per user is defined as in 4.
11. The scattering plot of data throughput per user vs. its averaged packet delay. The data throughput and averaged packet delay per user are defined as in 3 and 2, respectively.

12. The scattering plot of packet call throughputs for users with packet call arrival processes vs. their averaged packet call delays. The packet call throughput and averaged packet call delay per user are defined as in 4.

Appendix D provides formulas of the above definitions.

The channel model and speed of a data user are randomly chosen according to the pre-determined distributions specified in 2.2.1.
2.3.3.4 Mixed Voice and Data Services

In order to fully evaluate the performance of a proposal with mixed data and voice services, simulations shall be repeated with different loads of voice users. The following outputs shall be generated and included in the evaluation report.

1. The following cases shall be simulated: no voice users (i.e., data only), voice users only (i.e., the number of voice users equals to voice capacity), and average (0.5Nmax(  and (0.8Nmax(  voice users per sector. 

2. For each of the above case, all corresponding output matrices defined for voice and data services shall be generated, whenever they are applicable.

In addition to the output matrices described in the previous two sections, the following output matrix shall also be generated and included in the evaluation report.

1. A curve of cell/sector data throughput vs. the number of voice users, where the cell/sector data throughput is defined as above. 

3 Evaluation Methodology for the Reverse Link

3.1 System Level Setup

3.1.1 Antenna Pattern

Antenna pattern shall be as specified in 2.1.1.

3.1.2 System Level Assumptions 

The parameters used in the simulation are listed in Table 3.1.2‑1.  Where values are not shown, the values and assumptions used in the simulation shall be specified in the simulation description.

Table 3.1.2‑1 Reverse Link System Level Simulation Parameters

	Parameter
	Value
	Comments

	Number of 3-sector Cells 
	19
	2 ring, 3-sector system, 57 sectors total. Mobiles are uniformly dropping over the 19 cells. Simulation is done with the desired number of mobiles for all sectors of all cells. Throughput and capacity are collected from the center cell only

	Antenna Horizontal Pattern
	70 degree (-3 dB)

with 20 dB front-to-back ratio
	see Section 2.2.1

	Antenna Orientation
	0 degree horizontal azimuth is East (main lobe)
	No loss is assumed on the vertical azimuth. (See Appendix B)

	Propagation Model

(BTS Ant Ht=32m, MS=1.5m)
	28.6+ 35log10(d) dB, 

d in meters
	Modified Hata Urban Prop. Model @1.9GHz (COST 231). Minimum of 35 meters separation between MS and BS. 
 

	Log-Normal Shadowing 
	Standard Deviation = 8.9 dB
	Independently generate lognormal per mobile-sector pair and use the method described in Appendix A

	Base Station Correlation
	0.5
	See Appendix A

	Overhead Channel Reverse Link Power Usage
	
	Existing IS-2000 traffic channel to pilot channel power ratio defined as in IS-2000.  Any additional overhead needed to support other control channels (dedicated or common) for the forward link or the reverse link must be specified and justified

	Base Noise Figure
	5.0 dB
	

	Thermal Noise Density
	-174 dBm/Hz
	

	Carrier Frequency
	2 GHz
	

	BS Antenna Gain w Cable Loss
	15 dB
	17 dB BS antenna gain; 2 dB cable loss

	MS Antenna Gain
	-1 dBi
	

	Vehicle Penetration Loss
	10 dB
	

	Maximum MS EIRP
	23 dBm
	

	Fast Fading Model 
	Based on Speed
	Jakes or Rician

	Active Set Parameters
	
	Up to 3 sectors with the smallest path losses are in SHO if their path loss is within 6 dB of the smallest path loss. Deviation from this shall be specified and justified.

	Delay Spread Model 
	
	ITU Pedestrian A for 1 finger, Vehicular A for 2 fingers, Pedestrian B for 3 fingers.

	Reverse Link Scheduling
	
	System specific. Proponents need to declare the scheme and the associated MAC delay and reliability.

	Active Set Change
	
	System specific. Proponents need to declare the scheme and the associated signaling delay and reliability.

	Reverse Link Power Control
	Closed-loop power control delay: two PCGs
 
	Update Rate: Dependent on proposal.

Power control feedback: BER = 4% for a BS-MS pair. Different values shall be specified and justified

	MS PA Size
	200 mW
	

	Site to Site distance
	2.5 km
	

	Rise over Thermal (Reverse Received Power Normalized by Thermal Noise Level)
	7 dB
	Histogram of this parameter with a 1.25-ms time resolution shall be provided and the percentage of time the rise over thermal above the 7 dB target shall not exceed 1%. Rise over thermal for the default two receiving antenna mode is ½[(Io1+No)/No + (Io2 + No)/No], where the total received signal power at antenna i is defined as Ioi, I=1,2.


3.1.3 Service Mix

A configurable fixed number of voice calls are maintained during each simulation run.  Data sector throughput is evaluated as a function of the number of voice users supported. The following cases shall be simulated: 

· No voice users (i.e., data only)

· Voice users only

· (0.5Nmax( or (0.8Nmax( voice users per sector plus data users.

3.1.3.1 Data Model

Each mobile station supporting data service always has data to send to the BTS(s).

The throughput contribution of an individual mobile is:
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3.1.3.2 Voice Model

Voice model shall be as specified in section 2.1.3.6.

3.1.4 Packet Scheduler

The voice users’ (if simulated together with the data users) transmissions are not scheduled. The data users can be scheduled or allowed to transmit in a random fashion. The exact procedure and its delay and reliability with which a mobile station gains the right to transmit is to be specified in detail. Proponent shall state whether the reverse scheduling signaling is sent from the entire Active Set of the MS or its subset. 

3.1.5 Signaling Errors

Signaling errors shall be as specified in section 2.1.6.

3.2 Link Level Modeling

3.2.1 Link Level Parameters and Assumptions

3.2.1.1 Frame Erasures

Corresponding methods used for the forward link shall be used.

3.2.1.2 Target FER

The operating frame erasure rate or FER will be 1% for voice.  The data-only target FER is to be chosen by the proposing companies.

3.2.1.3 Channel Models

Channel models shall be as specified in section 2.2.1.

3.2.1.4 Turbo Decoder Metric and Soft Value Generation into Turbo Decoder

Turbo Decoder Metric and Soft Value Generation into Turbo Decoder shall be specified in Appendix H.

3.2.1.5    Required Link Level Simulation Data

Include the Eb/(No+Io) (from both receiving antennas of the sector) vs. FER curves for the static channel generated from reverse link level simulator. 

3.3 Simulation Requirements

3.3.1 Simulation Flow 

The cells are classified into two types: center and neighbor cells. Center cells are fully simulated and monitored for the throughput or voice capacity, whereas neighbor cells only simulated for received power and the FER contribution but not monitored for their throughput or voice capacity, i.e., statistics are only collected from the center cell.

3.3.1.1 Terminology

Center cell – the central cell of the 19 cells layout which handles all the data traffic, runs a scheduler (if any), keeps track of its voice users, generates the received power profile (rise over thermal), and collects all the statistics.

Neighbor cells – the other 18 cells, which handles voice or data traffic and monitors the link quality and rise over thermal. Power control and link reception are still modeled at these cells.

Voice calls can be in soft handoff. When in soft handoff, the target Eb/(Io+No) for a given call is assumed to be the same at all the sectors in the Active Set while the actual received Eb/(Io+No) values differ by the path loss difference. Neighbor cells are present in the system in order to model the interactive nature of the reverse link interference, and therefore data users associated with them do not need to be modeled, except those in soft handoff with the center cell.

3.3.1.2 Simulation Description

1. The system consists of 19 hexagonal cells. Six neighbor cells of the first tier and 12 neighbor cells of the second tier cells surround the center cell. Each cell has three sectors.

2. Mobile stations are randomly dropped over the 19 cells such that each cell has the required numbers of voice and data users. A voice user shall be assigned to a sector of any cell if the sector is in the Active Set (with a maximum size of three) of the voice user.  All sectors of the system shall continue to accept voice users until the desired fixed number of voice users per sector is achieved everywhere.  A data user shall be assigned to a sector of the center cell if the sector is the primary server for the data user; otherwise, the data user shall be discarded. 

3. Fading signal and fading interference are computed from each mobile station into each sector for each PCG or equivalent power control related time interval.  

4. All reverse links from every MS to all Active Set members (sectors in communication with the MS) are to be modeled for frame erasure, outage, and throughput. 

5. For simulation of systems loaded only with voice-only mobiles, the first run is done with five mobile stations per sector and every run following that is done with five more mobile stations per sector until the outage criteria (defined in Appendix C) or the rise-over-thermal limit are violated, after which every run is done with one less mobile until the outage criteria and the rise-over-thermal limit are satisfied. The maximum number of users per sector of Nmax (voice capacity) is achieved if Nmax + 1 users per sector would not satisfy the outage criteria or rise-over-thermal limit and Nmax users per sector would satisfy both.

6. For simulation of the system loaded only with data-only mobiles, the runs are done with an increment of at two mobile stations per sector in the active cell. The neighbor cells are loaded with (0.8Nmax( voice-only mobile stations per sector. This simulates a near full-load condition in the network.  The increase of data users is stopped when one of the quality, fairness, or rise-over-thermal limits is violated in the whole system (over all users in all sectors). Throughput from all data users at all Active Set members is to be counted. For reverse links where the center cell sectors do not account for all members of the SHO, the throughput is to be discounted accordingly. For example, the reverse data throughput from a data mobile that is in 2-way soft handoff with one sector of the center cell and one sector of a neighbor cell should be discounted by 50%. A mobile’s data throughput is to be counted only as 2/3 if that mobile is in 3-way soft handoff where two of the three sectors in the Active Set are in the active cell.

7. With voice-only and data-only mobile stations in the same simulated system, the number of voice-only mobile stations is fixed at (0.5Nmax( or (0.8Nmax( per sector for the center cell.  The neighbor cells are loaded with (0.8Nmax( voice-only mobile stations per sector. The number of data-only mobile stations in the center cell is incremented by two mobile stations per sector for each successive simulation run.  The increase of data users is stopped when one of the quality, fairness, or rise-over-thermal limits is violated in the whole system (over all users in all sectors). Throughput from all data users at all Active Set members is to be counted. For reverse links where the center cell sectors do not account for all members of the SHO, the throughput is to be discounted accordingly. For example, the reverse data throughput from a data mobile that is in 2-way soft handoff with one sector of the center cell and one sector of a neighbor cell shall be discounted by 50%. A mobile’s data throughput is to be counted only as 2/3 if that mobile is in 3-way soft handoff where two of the three sectors in the Active Set are in the active cell.

8. Run-stopping criterion: When the per-sector throughput and the variance of rise over thermal at all sectors are not changing significantly.

9. Simulation flow with data-only mobiles or voice-only and data-only mobiles simultaneously is show in Figure 3.3.1‑1:

Drop (0.8Nmax( voice-only mobiles per sector of the neighbor cells,

For n = 0, (0.5Nmax( or (0.8Nmax( voice-only mobiles per sector of the center cell, 

For each k data-only users (to be incremented by 2),

a. Place n voice users in each sector of the center cells.

b. Keep adding data users until the quality of service, fairness, or rise-over-thermal limit is not met in the whole system (over all mobiles in all sectors).

c. Collect results according to the output matrix.

Note: To simplify the simulation, only two-way or three-way handoff is used.  A mobile station on a two-way or three-way soft handoff counts as ½ or 1/3 a user on each of the sectors in the Active Set, respectively.
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Figure 3.3.1‑1 Simulation Flow Chart

The requirements are:

· The number of voices shall be maintained with outage requirements satisfied.

· The histogram of rise over thermal in 1.25 ms time resolution for each sector shall be recorded.

3.3.2 Outputs and Performance Metrics

3.3.2.1 General Output Matrices

The following matrices shall be generated and included in the evaluation report.

1. All link-level results used in system-level simulator.

2. The histogram of C/I that a base station observed for all users in system-level simulation, where the C/I includes path loss and shadowing.

3. The performance of any estimator(s) or predictor(s) that are required by the proposal. For instance, if a channel predictor is used in the proposal, the proponent(s) shall provide the details of the predictor/estimator, its bias, and standard deviation.

4. The proponent shall justify the performance of any reverse channels that are not simulated by the link-level or system-level simulator. For example, if the system-level simulator does not simulate the reverse signaling channels, the proponent companies shall specify the performance of these channels and justify their claims (see section 2.1.6).

3.3.2.2 Voice Services and Related Output Matrices

The following statistics related to voice traffics shall be generated and included in the evaluation report.
1. Voice capacity. Voice capacity is defined as the maximum number of voice users that the system can support within a sector with certain maximum outage probability. The details on how to determine the voice capacity of a sector are described in Appendix C.
2. The histogram of voice data rates (for a frame) per user and for all users.
3. The scattering plot of the outage probability vs. the distance from the mobile to the serving sector. In case of soft hand-off (SHO), the distance from the mobile to the closest serving sector shall be used.
4. The curve of outage indicator vs. time for each user. The outage indicator equals to one when the voice user is in outage, and zero otherwise. The speed, channel model and the distance of the voice user to the serving sector shall also be included in the curve. In case of SHO, the distance from the mobile to the closest serving sector shall be used. 
5. The outage probability for each user. Note that this value can be calculated from the curve described in previous item.
The channel model and speed of a voice user are randomly chosen according to the pre-determined distributions specified in Table 2.2.1‑1.
3.3.2.3 Data Services and Related Output Matrices

The following statistics related to data traffics shall be generated and included in the evaluation report

1. Data throughput per sector. The data throughput of a sector is defined as the number of information bits per second that a sector can receive successfully from all data users it serves, provided that all data users satisfy certain fairness criterion, including fairness in terms of per user throughput as well as delay, and that certain number of voice users can be maintained with certain GOS. 
2. Averaged packet delay per sector. The averaged packet delay per sector is defined as the ratio of the accumulated delay for all packets for all users served by the sector and the total number of packets. The delay for an individual packet is defined as the time between when the packet enters the queue at transmitter and the time when the packet is received successively by the base station. If a packet is not successfully delivered by the end of a run, its ending time is the end of the run.
3. The histogram of data throughput per user. The throughput of a user is defined as the ratio of the number of information bits that the user successfully delivers during a simulation run and the simulation time. Note that this definition can be applied to all data users.
4. The histogram of packet call throughput for users with packet call arrival process. The packet call throughput of a user is defined as the ratio of the total number of information bits that an user successfully delivers and the accumulated delay for all packet calls for the user, where the delay for an individual packet call is defined as the time between when the first packet of the packet call enters the queue at transmitter and the time when the last packet of the packet call is successively received by the receiver. If a packet call is not successfully delivered by the end of a run, its ending time is the end of the run, and none of the information bits of the packet call shall be counted. Note that this definition is applicable to a user with packet call arrival process.
5. The histogram of averaged packet delay per user. The averaged packet delay is defined as the ratio of the accumulated delay for all packets for the user and the total number of packets for the user. The delay for a packet is defined as in 2. Note that this definition is applicable to a data user without packet call arrival process.
6. The histogram of averaged packet call delay for users with packet call arrival process. The averaged packet call delay is defined as the ratio of the accumulated delay for all packet calls for the user and the total number of packet calls for the user. The delay for a packet call is defined as in 4. Note that this definition is applicable to a user with packet call arrival process.
7. The scattering plot of data throughput per user vs. the distance from the user’s location to its serving sector. In case of SHO or sector switching, the distance between the user and the closest serving sector shall be used. The data throughput for a user is defined as in 3.
8. The scattering plot of packet call throughputs for users with packet call arrival processes vs. the distance from the users’ locations to their serving sectors. In case of SHO or sector switching, the distance between the user and the closest serving sector shall be used. The packet call throughput for a user is defined as in 4.
9. The scattering plot of averaged packet delay per user vs. the distance from the mobile’s location to its serving sector. In case of SHO or sector switching, the distance between the user and its closest serving sector shall be used. The averaged packet delay per user is defined as in 2.
10. The scattering plot of averaged packet call delays for users with packet call arrival processes vs. the distance from the mobiles’ locations to their serving sectors. In case of SHO or sector switching, the distance between the user and its closest serving sector shall be used. The averaged packet call delay per user is defined as in 4.
11. The scattering plot of data throughput per user vs. its averaged packet delay. The data throughput and averaged packet delay per user are defined as in 3 and 2, respectively.

12. The scattering plot of packet call throughputs for users with packet call arrival processes vs. their averaged packet call delays. The packet call throughput and averaged packet call delay per user are defined as in 4.

In order to understand more easily these definitions, some mathematical formula and figures are provided in Appendix D.
The channel model and speed of a data user are randomly chosen according to the pre-determined distributions.
3.3.2.4 Mixed Voice and Data Services

In order to fully evaluate the performance of a proposal with mixed data and voice services, simulations are repeated with different loads of voice users. The following outputs shall be generated and included in the evaluation report.

1. The following cases shall be simulated: no voice users (i.e., data only), voice users only (i.e., number of voice users equal to voice capacity), and (0.5Nmax( or (0.8Nmax( voice users with data users, where Nmax is the voice capacity.

2. For each of the above case, all corresponding output matrices defined previously are generated, whenever it is applicable.

In addition, the following output shall also be generated and included in the evaluation report:

1. A curve of sector data throughput vs. the number of voice users is generated, where the sector data throughput is defined as above.
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Appendix A: Lognormal description

The attenuation between a mobile and the ith cell site is modeled by
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 is the distance between the mobile and the cell site, 
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 is the path loss exponent and 
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 represents the shadow fading which is modeled as a Gaussian distributed random variable with zero mean and standard deviation 
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 may be expressed as the weighted sum of a component 
[image: image64.wmf]Z

 common to all cell sites and a component 
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which is independent from one cell site to the next. Both components are assumed to be Gaussian distributed random variables with zero mean and standard deviation 
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Typical parameters are 
[image: image69.wmf]9

.

8

=

s

 and 
[image: image70.wmf]2

1

2

2

=

=

b

a

 for 50% correlation. The correlation is 0.5 between sectors from different cells, and 1.0 between sectors of the same cell.
Appendix B:  Antenna Orientation

Antenna Bearing is the angle between the main antenna lobe center and a line directed due east given in degrees. The Bearing Angle increases in a clockwise direction. Figure B-1 below shows the 3-sector 120-degree center cell site with a sector 1 bearing angle of zero degrees.
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Figure B-1 Center Cell Antenna Bearing Orientation diagram 
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Figure B-2 Orientation of the Center Cell Hexagon

Figure B-2 shows the orientation of the center cell hexagon corresponding the antenna bearing orientation diagram of Figure B-1.  The main antenna lobe center directions shall point to the sides of the hexagon.  The main antenna lobe center directions of the other 18-surrounding cell shall be parallel to those of the center cell.

Antenna downtilt is the angle between the main antenna lobe center and a line directed perpendicular from the antenna face.  As the downtilt angle increases (positively) the antenna main lobe points increasingly toward the ground. 

The Antenna gain that results for a given bearing and downtilt angle for a given cell/sector 'i' with respect to a mobile 'k' is characterized by the equations given below (B1,2).  A geometric representation is given in Figure B-3 below.

(i,k) = (i,k)  -  (i) 






(B1)

(i,k) = (i,k)  -  (i,k) 






(B2)

where

(i,k)
= angle between antenna main lobe center and line connecting cell 'i' 


   and mobile 'k' in radians in horizontal plane.

(i,k)
= angle between antenna main lobe center and line connecting cell 'i'


   and mobile 'k' in radians in vertical plane.

(i)
= antenna bearing for cell 'i' in radians.

h(i)
= antenna height for cell 'i' in meters.

(i)
= antenna downtilt in radians .

(i,k)
= corrected downtilt angle for given horizontal offset angle ((i,k)) in radians.


= ATAN( COS((i,k))TAN((i))  )

(i,k)
= antenna-mobile line of site angle in radians 


= ATAN( h(i)/d(i,k) ) .

d(i,k)
=  (mobile(k)_ypos - cell[i]_ypos)2 + (mobile(k)_xpos - cell[i]_xpos)2  = distance

(i,k)
= mobile bearing is the angle between the line drawn between the cell and mobile


and a line directed due east from the cell.


= ATAN2(  (mobile(k)_ypos - cell[i]_ypos, (mobile(k)_xpos - cell[i]_xpos)  ) 
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Figure B-3 Mobile Bearing orientation diagram example.

Appendix C: Definition of System Outage and Voice Capacity

The voice capacity Nmax is defined as the maximum number of voice users that a sector can support while the system outage is below certain probability. System outage for voice users is to be evaluated based on the percentage of voice users in per-link outage.  To get the per-link forward or reverse outage for a given voice user, one shall evaluate the short-term FER for a voice link by measuring the FER over windows of 400 ms (20 20-ms frames).  

The proposed DV systems shall not be in system outage for more than 3% of the time.  This is defined as follows:

Assume the short-term FER for user i is FERi,j, where i = 1,…,N, is the user index for all cells and j=1,…, M, is the time index spanning a simulation run.

Tsystem outage, the system outage target, is the limit:

Prob.(Per-user outage among all N users in all runs) < Tsystem outage = 3%

Per-user outage is defined as the event where a user’s voice connection in either direction has short-term FER higher than 15% more often than Tper link = 1% of the time.  That is, 

(Per-user outage for user i) = [ (j=1 to M (Ii,j)/M > 1% for either forward or reverse]

where the indicator function Ii,j is defined by: Ii,j = 1 if FERi,j >= 15% and 0 if FERi,j < 15%

Note that the actual user in outage would perceive the quality to be low when either forward or reverse link is in outage.

To simplify the simulations, no voice calls will be dropped during each simulation run and the same number of voice calls is maintained throughout each simulation run.

Appendix D: Formula to define various throughput and Delay Definitions

For each fixed simulation condition (e.g., voice load, distribution of different traffic, number of data users, etc.), simulation is run for multiple independent runs using Monte Carlo approach. Let

· T = simulation time.

· M = total number of independent runs (for a specific configuration).

· N= total number of data users in each run (for a sector).

· m= index of the simulation runs, i.e., m = 1,2,3, …, M.

· n = index of a data user within a simulation run, i.e., n = 1,2,…, N.

Therefore, the n-th data user in the m-th simulation run can be specified by user(m,n).

Let 

· K(m,n) = total number of packet calls generated for user(m,n).

· k = index of packet calls for a user. For user(m,n),, k = 1, 2, …, K(m,n).

· L(m,n,k) = total number of packets generated for the k-th packet call of user(m,n).

· l = index of packet within a packet call. For the k-th packet call of user(m,n), l = 1,2, …, L(m,n,k).

· B(m,n,k,l) = number of information bits contained in the l-th packet of the k-th packet calls for user(m,n) . If the packet is not successfully delivered by the end of the simulation run, B(m,n,k,l) = 0.

· TA(m,n,k,l) = arrival time of the l-th packet of the k-th packet calls for user(m,n). it is the time when the packet arrives at the transmitter side and is put into a queue.

· TD(m,n,k,l) = delivered time of the l-th packet of the k-th packet calls for user(m,n) . It is the time when the packet is successfully received by the receiver. Due to fixed simulation time, there may be packets waiting to be completed at the end of a simulation run. For these packets, the delivered time is the end of the simulation.

· PCTA(m,n,k) = arrival time of the k-th packet call for user(m,n), it is the time when the first packet of the packet call arrives at the transmitter side and is put into a queue.

· PCTD(m,n,k) = delivered time of  of the k-th packet call for user(m,n). It is the time when the last packet of the packet call is successfully received by the receiver. Due to fixed simulation time, there may be packet calls waiting to be completed at the end of a simulation run. For these packet calls, the delivered time is the end of the simulation.

The arrival time of a packet call is the time when the first packet of the packet call arrives at the transmitter side and is put into a queue, and the delivered time of a packet call is the time when the last packet of the packet call is successfully received by the receiver, i.e., PCTA(m,n,k) = TA(m,n,k,1) and PCTD(m,n,k) = TA(m,n,k,L(m,n,k)). Due to fixed simulation time, there may be packet calls waiting to be completed at the end of a simulation run. For these packet calls, the delivered time is the end of the simulation. Figure C1 demonstrates the arrival and delivered times for a packet an a packet call.

With the above notation, we can now define various throughputs and delays as follows.

Data throughput per sector 
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Averaged delay per sector 
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Data throughput for user(m,n)  
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Packet call throughput for user(m,n)  
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Averaged packet delay per sector 
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Averaged packet delay for user(m,n)  
[image: image79.wmf](

)

å

å

å

=

=

=

-

=

)

,

(

1

)

,

(

1

)

,

,

(

1

)

,

,

(

)

,

,

,

(

)

,

,

,

(

 

n

m

K

k

n

m

K

k

k

n

m

L

l

k

n

m

L

l

k

n

m

TA

l

k

n

m

TD

,


(6)


Averaged packet call delay for user(m,n)  
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Figure D-1:  Description of arrival and delivered time for a packet and a packet call.

Appendix E: Link budget

This appendix contains the forward and reverse link budget templates for the 1xEV-DV evaluation.  These templates, when filled out in the evaluation process, provide maximum sustainable path loss and maximum range for different data rates or throughput levels.

The forward link templates differ from the typical approach where a fixed data rate is used to determine the range.  This is because some 1xEV-DV proposals use adaptive modulation and coding schemes to change the data rate on the forward link to take advantage of the changing channel conditions.  Three fixed per-sector forward throughput levels (for four statistically identical mobile stations) are used to determine the maximum supportable path loss for data users.  The way to fill out this forward link budget for data is:

· Determine the per-sector forward link throughput to be used in the link budget. This shall be at a level all 1x-EV DV proposals can achieve.

· Set the geometry/location of the mobile station (interior or cell edge) and per-sector multi-path fading profile (Pedestrian A, 1-path 3 km/hr, Pedestrian B, 3-path, 10 km/hr, Vehicular A, 2-path, 30 km/hr, Pedestrian A, 1-path, 120 km/hr, or Single path Rician).

· Simulate the link performance and obtain the FER vs Eb/Nt plot for each of the possible data rates the adaptive scheme uses

· Simulate sector throughput with the set of performance curves for the possible data rates for one mobile station.  If applicable, scheduling is simulated, too.  With all other link budget parameters fixed, adjust the path loss so that the throughput reaches the specified level above.

· To account for the additional range the adaptive schemes can achieve, a “multi-user diversity gain” is included.  This is obtained by running the sector simulator with scheduler among four mobile stations.  These four mobile stations have the same path loss to the base station and independent but statistically identical fading process.  When the simulated sector throughput is the same as the single-user case above, the range increase (in dB) over the single-mobile case is the multi-user diversity gain.

Note: Since the forward link channelization (e.g., Walsh) code space is limited, the forward link overhead channels and control channels have to be accounted for.  The available code space is to be specified and justified by the proponents of the DV proposals.  The sector throughput simulation above has to be carried out within the available code space for traffic channels.

Also, to make the comparison easy, no transmit diversity is to be used in these link budgets on either link.

Link-Budget Templates

Table E‑1 and E-2 give the proposed link-budget templates for the reverse link and the forward link, respectively.

Table E‑1 Link-Budget Template for the Reverse Link

	Reverse-Link Item
	Value
	Comments

	Test Environment
	
	
	Input (per antenna)

Pedestrian A, 1-path 3 km/hr

Pedestrian B, 3-path, 10 km/hr

Vehicular A, 2-path, 30 km/hr

Pedestrian A, 1-path, 120 km/hr

Single path Rician

	Test Service
	
	
	Descriptive Text

	Type of Traffic
	
	
	Input: Voice Only, Data Only, or Data with Voice at a power division that gets the same range for 9.6 kbps and the data rate under consideration.

	Chip Rate
	(Mcps)
	1.2288
	Fixed Value

	Transmitter Power
	(dBm)
	23
	Fixed Value: Maximum available total power after any peak-to-average backoff has been taken out.
 

	Fraction of the Power Used for the Traffic Channel
	(dB)
	
	Input: Varies by Approach. Traffic Channel Ec/Ior.

	Traffic Channel Transmitter Power
	(dBm)
	
	Calculated

	Cable, Connector, and Combiner Losses
	(dB)
	0
	Fixed Value

	Transmitter Antenna Gain
	(dBi)
	–1
	Fixed Value:

	Transmitter EIRP per Traffic Channel
	(dBm)
	
	Calculated

	Receiver Antenna Gain
	(dBi)
	17
	Fixed Value

	Cable and Connector Losses
	(dB)
	2
	Fixed Value

	Receiver Noise Figure
	(dB)
	5
	Fixed Value

	Thermal Noise Density
	(dBm/Hz)
	
	Calculated: –174 + Receiver Noise Figure

	Rise Over Thermal,
(I0 + N0)/N0
	(dB)
	7
	Fixed Value

	Noise Plus Interference Density
	(dBm/Hz)
	
	Calculated

	FER without Retransmissions
	
	
	Fixed Value: For voice, it is 0.10 when in HO and 0.01 when not in HO. For data, it is 0.20 when in HO and 0.04 when not in HO.

	Data Rate
	(kbps)
	
	Fixed Value: For voice, it is 9.6. For data, link budgets should be provided for data rates of 9.6, 38.4, and the highest supported rate.

	Required per Antenna Traffic Eb/(N0 + I0) with Two Antennas
	(dB)
	
	Input: Varies by Approach. Value with power control off since the mobile is at the cell edge. Determined by a link simulation.

	Receiver Sensitivity per Antenna
	(dBm)
	
	Calculated

	Building Penetration Loss for Outdoor-to-Indoor or Vehicular Penetration Loss for Vehicular
	(dB)
	
	20 for the Building Penetration Loss and
10 for the Vehicular Penetration Loss.


	Log-Normal Fade Margin
	(dB)
	
	Fixed Value: 11.2 for Pedestrian and Rician channel, 11.4 for Vehicular. 

	Handoff Gain
	(dB)
	
	Fixed Value: Isolated cell fade margin – fade margin with best-of-two cell-edge coverage. 5.0 for Pedestrian, Rician channel and Vehicular. 

	Maximum Path Loss
	(dB)
	
	Calculated

	Maximum Range
	(m)
	
	Calculated from the maximum path loss (see Note 1).


Table E-2 Link-Budget Template for the Forward Link

	Forward-Link Item
	Value
	Comments

	Test Environment
	
	
	Input: Pedestrian A, 1-path 3 km/hr

Pedestrian B, 3-path, 10 km/hr

Vehicular A, 2-path, 30 km/hr

Pedestrian A, 1-path, 120 km/hr

Single path Rician

	Mobile Velocity
	(km/h)
	
	Input

	Test Service
	
	
	Descriptive Text

	Type of Traffic to a Particular Mobile
	
	
	Input: Voice Only, Data Only, or Data with Voice with 50-50 split of non-overhead power

	Mobile Location
	
	
	Cell Edge in HO, Cell Edge Not in HO, or Cell Interior Not in HO. See Note 3.

	Chip Rate
	(Mcps)
	1.2288
	Fixed Value

	Maximum PA Power
	(dBm)
	43
	Fixed Value

	Peak-to-Average Backoff at 99.9 percentile for the used channel configuration
	(dB)
	
	Input: Varies by Approach

	Total Transmitter Output Power
	(dBm)
	
	Calculated

	Fraction of the Power Used for Voice Traffic
	
	
	Total voice Ec/Ior, including power control subchannel.
For Voice Only,  Data Only, and  Data with Voice.

	Fraction of the Power Used for Data Traffic
	
	
	Total data Ec/Ior.
Fixed value of 0.0 for Voice Only

Specify Data Only and Data with Voice.


	Fraction of the Power Used for the Pilot, Synch, and Paging Channels
	
	
	Total overhead Ec/Ior.
Fixed value of 0.2

	Fraction of the Power Used for the Other Control Channels

	
	
	Varies by approaches

	Fraction of the Code Space Used for Data Traffic
	
	
	Fixed value of 0.0 for Voice Only.
Input that varies by approach for Data Only and Data with Voice.

	Fraction of the Code Space Used for the Pilot, Control Traffic, and Margin
	
	
	Calculated. The sum of this value and the previous code space is limited by the total code space available.

	Fraction of the Power Used for the Link-Budget Traffic Channel
	(dB)
	
	Traffic Ec/Ior.
Input: Varies by Approach. This fraction is less than or equal to the total power fraction for voice or data noted above 
.

	Fraction of Code Space Used for the Link-Budget Traffic Channel
	
	
	Input: Varies by Approach. This fraction is less than or equal to the total channel resource fraction for voice or data noted above.


	Cable, Connector, and Combiner Losses
	(dB)
	2
	Fixed Value

	Transmitter Antenna Gain
	(dBi)
	17
	Fixed Value

	Traffic Channel EIRP
	(dBm)
	
	Calculated

	Total Transmitter EIRP
	(dBm)
	
	Calculated

	Receiver Antenna Gain
	(dBi)
	–1
	Fixed Value

	Cable and Connector Losses
	(dB)
	0
	Fixed Value

	Receiver Noise Figure
	(dB)
	10
	Fixed Value

	Thermal Noise Density
	(dBm/Hz)
	
	Calculated: –174 + Receiver Noise Figure

	Voice FER
	
	
	Fixed input of 0.01 for voice and N/A for data.

	Voice Data Rate
	(kbps)
	
	Fixed input of 9.6 for Voice Only and N/A for Data Only and Data with Voice.

	Sector Data Throughput
	(kbps)
	
	Input: N/A for Voice Only and at least three different values for Data Only and Data with Voice. This is the throughput of just the data portion of the link. The throughput is without RLP packet retransmissions, where packets may consist of multiple slots and subpackets that are not transmitted contiguously.

	Required Îor/N0 with a Single User
	(dB)
	
	Input: Determined by a link simulation and a network simulation.

	Multiple-User Data Îor/N0 Gain
	(dB)
	
	Input: Gain with four scheduled users compared to that required for a single user for the same total sector throughputs and total (over the 4 users) average fractional powers. Determined by a network simulation with the specified channel conditions.

	Receiver Interference Density, Ioc
	(dBm/Hz)
	
	Calculated based on the equations in Note 3.

	Noise Plus Interference Density
	(dBm/Hz)
	
	Calculated

	Receiver Sensitivity
	(dBm)
	
	Calculated

	Building Penetration Loss for Outdoor-to-Indoor or Vehicular Penetration Loss for Vehicular
	(dB)
	
	20 for the Building Penetration Loss and
10 for the Vehicular Penetration Loss.

	Log-Normal Fade Margin
	(dB)
	
	Fixed Value: 11.2 for Pedestrian and Rician channel, 11.4 for Vehicular.  

	Handoff Gain
	(dB)
	
	Fixed Value: the values for Pedestrian Rician channel, and Vehicular environments are 5.0 for best-of-two HO and 6.2 for sum-of-two HO
. Use 0 for no HO gain. 

	Maximum Path Loss
	(dB)
	
	Calculated

	Maximum Range
	(m)
	
	Calculated from the maximum path loss (see Note 1).


The following are some notes for the link budgets.

Note 1: The maximum range in meters, R, is calculated from the maximum path loss in dB, L. In [20], the specified equations depend on the test environment as follows:
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In [23], the range for all test environments is
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The range equations from [23] are recommended.

Note 2: The propagation index and log-normal fading sigma values specified in [20] are shown in Table E-3.

Table E-3 Propagation Index and Log-Normal Sigma Values from [20]

	Test Environment
	Propagation
Index
	Log-Normal Sigma
(dB)

	Indoor Office
	3
	12.0

	Pedestrian
	4
	10.0

	Outdoor-to-Indoor with the Building Penetration Loss
	4
	14.4

	Vehicular
	3.76
	10.0


Note 3: When the mobile is at the cell/sector edge, assume, as in [24], that it is receiving a signal from three cells/sectors with two of the signals having the same average received power density and the other having 6 dB less. When the mobile is in the cell/sector interior, assume that it is receiving a signal from two cells/sectors with the average received power density from one being 6 dB less. If the signal density received from the target cell (the one where the link budget range is being calculated) is Itc, the other-cell interference density is Ioc, and the total received signal power signal is Îor, then
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and
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Note 4: The frequency shall be 2 GHz, as in [20].

APPENDIX F: QUASI-STATIC METHOD FOR Link FRAME ERASURES GENERATION For 1xev-dv packet data channel and dynamically simulated forward link overhead channels

The following Appendix describes in more details the quasi-static method for modeling the link level performance of 1xEV-DV packet data channel and dynamically simulated forward link overhead channels in the system level.
Definitions

Aggregate Es/Nt Metric for the AWGN Channel

The aggregate Es/Nt, denoted 
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where 

1. N equals the number of information bits (i.e., the encoder packet size).

2. 
[image: image88.wmf]j

N

equals the number of modulation symbols transmitted in slot j.

3. n is the number of slots over which the transmission occurs. This includes both the original transmission, and retransmissions, if any. For example, if the duration of the original transmission is 4 slots, and that of the retransmission is 2 slots, then n=6.

4. 
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is the SNR per modulation symbol for slot j. These terms are not in dB.
5. Note that 
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=Eb/No because N equals the number of information bits.

6. 
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is the Es/Nt observed after Rayleigh (or Jakes) fading.

The functional relationship
 between 
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and BLER for the base 1/5 turbo code over the AWGN channel with m-ary modulation will be denoted by 
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. For the sake of convenience, the superscript in 
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 is dropped for QPSK modulation. Thus, 
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 denotes the functional relationship between 
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and BLER for the base 1/5 turbo code over the AWGN channel, when using QPSK modulation. The following table, which is for illustration purposes only, is an example of what 
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 will look like.
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Clearly, the effective coding rate remains unchanged in the case of pure Chase combining.  In the case of incremental redundancy based schemes, the effective coding rate continues to decrease with every retransmission, until it equals the base turbo coding rate.

Prediction Error Rate

Difference in the actual and predicted BLER at different average Es/Nt. In particular, one look at the prediction error percentage, defined as
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The motivation behind this measure is as follows. The actual throughput seen at a given Es/Nt is
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while the predicted throughput is 
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Therefore, the difference in actual throughput and predicted throughput is
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Normalizing with respect to peak rate, and taking a percentage yields the first expression.

Catastrophic Error Rate

Number or percentage of “Catastrophic Errors.” For an AWGN channel and a given effective coding rate, the BLER is almost 0 if 
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dB. For the fading channel, one declare a “catastrophic error” if one of the following two events occur
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The significance of a catastrophic error is as follows. The aggregate Es/Nt metric only captures a first order statistic of the channel variations. If the second order variations of the channel were to play a significant role in determining BLERs, then 
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 would prove to be insufficient in characterizing BLERs, and this, in turn, would lead to a large number of catastrophic errors. Few catastrophic errors, therefore, imply that the second order statistics of the channel are not important as long as 
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Puncturing Penalty (or Coding Gain)

For a code with effective coding rate 1/M, where 1/M > 1/5, and modulation order m, the puncturing penalty is defined to be the additional 
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 (or Eb/No) (in dB) required (with respect to the base 1/5 turbo code) to achieve a BLER of 0.001 over an AWGN channel.  The puncturing penalty
 is denoted by 
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. The superscript here refers to the modulation, while the subscript refers to the effective coding rate. For the sake of convenience, the superscript is dropped in the case of QPSK modulation. The following table, which is for illustration purposes only, shows the puncturing penalty for a few sample cases for an encoder packet size of 3072 bits for QPSK modulation. 
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This penalty applies both for IR and Chase combining.

Doppler Penalty
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is denoted as the Doppler penalty at Doppler = D Hz, for an effective coding rate of 1/M. Simulations show that 
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=0, if D < 30Hz. For the values of M that were considered, at Dopplers around 100 Hz, the penalty lay between 0.2 and 0.6 dB. This penalty applies both for IR and Chase combining.

Demapping Penalty

Suppose m-ary (m > 4) modulation is being used for transmission over the channel. 2 cases are considered here.

1. Pure Chase combining. This implies that the modulation and coding rate does not change for retransmissions, AND the combining of the repeated symbols is done at the modulation symbol level. These combined symbols are then demapped to soft bits (which are then input to the turbo decoder). In this case, 
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 should be used for predicting BLER. Recall that 
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 and BLER for the base 1/5 turbo code over the AWGN channel with m-ary modulation. So, there is no need for explicitly introducing demapping penalties in this case
. If the effective code rate of the transmission is greater than 1/5, coding penalties should also be applied before prediction. 
2. For all schemes that do not fall in the category 1 above, demapping penalties apply. Therefore this includes

· Schemes which use IR (pure or otherwise), and
· Schemes which use Chase combining, BUT the modulation or the coding rate is different for retransmissions, OR the modulation symbols are first demapped to soft bits, and then combined.

Demapping penalties are a function of the modulation being used, and the
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where 
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denotes the demapping penalty when 
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Flowcharts

The first flowchart illustrates the method when the QPSK modulation is used. As the figure illustrates, the following values are needed for aggregate Es/Nt method: 

1. 
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 denotes the functional relationship between 
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and BLER for the base 1/5 turbo code.

2. Effective coding rates, and the corresponding puncturing penalties (or coding gains) for various effective rates. These puncturing penalties will, in general, depend on the size of the encoder packet, i.e., the number of information bits.

3. The Doppler penalty for various Dopplers and encoder packet sizes. 
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Figure F-1 Flowchart for QPSK modulation

The next flowchart illustrates the methodology for higher order modulations when IR is being used. 
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Figure F-2 Prediction methodology for higher order modulations without pure Chase combining

The next flowchart illustrates the prediction methodology for higher order modulations when pure Chase combining is being used. In particular, m-ary modulation is being used. The puncturing penalty used in step 3 of the flowchart is 
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is the puncturing penalty for the rate 1/M code with m-ary modulation.
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Figure F-3 Prediction methodology for higher order modulations with pure Chase combining (this corresponds to Case 1 in Section 0)

Obtaining Coding Gains or Puncturing Penalties

Let 
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denote the 
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required to achieve a BLER of 0.001 over an AWGN channel when the effective coding rate is 1/M. Then, the coding gain or puncturing penalty for the effective coding rate of 1/M is simply
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· Puncturing penalties depend on the encoder packet size N, and should be evaluated separately for each encoder packet size in use.

· In the case of pure Chase combining, puncturing penalties should be obtained for different modulations as well. For cases without pure Chase combining, puncturing penalties should not depend on the modulation in use. However, one can determine them separately for each modulation also.
Obtaining Doppler Penalties

The Doppler penalty is obtained by simple curve fitting. 

Fix 1/M (the effective coding rate), n (the duration of the transmission, i.e., number of slots), N (the encoder packet size), and the D (the Doppler). For various average geometries (from x dB to y dB, say), one run link level simulations to obtain sample values of 
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one then use 
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 and the modified 
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above to predict whether the block is in error. For each average geometry, one evaluate the performance of the predictor by computing the prediction error rates and catastrophic error rates. Finally, the value of Doppler penalty which results in the best prediction performance is chosen to be the value of 
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The following flowcharts illustrate this method.
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Figure F-4 Obtaining sample values of 
[image: image159.wmf]S

st

E/N

 and indicators of packet errors

[image: image243.wmf]Effective coding rate = 1/M

=

æö

éù

S=

ç÷

å

êú

ç÷

êú

ëû

èø

st

E/N10st

1

1

  Calculate 10log.(E/N).

n

jj

j

N

N

S=S-

stst

E/NE/N

  Introduce puncturing penalty:  

  , where 

   is in dB.

m

M

m

M

C

C

b

b

S=S-

stst

E/NE/N,

,

  Introduce Doppler penalty:  

  ,where

   is in dB.

DM

DM

S

st

E/N5

  Use the adjusted  and  to determine 

  whether the block is in error or not.

m

f


Figure F-5 Determining the Doppler penalty by evaluating the predictor performance

· Doppler penalties depend on the encoder packet size and the effective coding rate. 

· However, to limit the simulation effort, extrapolation techniques may be used to obtain Doppler penalties for different effective coding rates and encoder packet sizes.
Obtaining Demapping Penalties

Fix N, the encoder packet size, and m, the modulation. Set the Doppler to 10 Hz. Let z dB be the Es/Nt required to achieve a BLER of 0.001 over an AWGN channel for the given encoder packet size and modulation when using the base 1/5 turbo code. Then, run the following link level simulations over the fading channel for average geometries ranging from z-12 dB to z-2 dB
. Transmit the encoder packet; schedule retransmissions, if necessary; continue retransmissions till the encoder packet is successfully decoded. Let 
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the number of slots used after the i-th transmission. For the given encoder packet, we collect the following samples: 
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Next, fix a set of demapping penalties 
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. Recall that the demapping penalties are a function of the modulation symbol SNR x. (one can assume that the demapping penalties are a piecewise linear function of modulation symbol SNR.) Then, calculate 
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 the aggregate SNR after applying the demapping penalties and the puncturing penalties, after the i-th transmission as follows:
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where 
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 is the puncturing penalty after the i-th transmission. Next, for each 
[image: image167.wmf]1,...,,

in

=

%

 use 
[image: image168.wmf]5

f

 and 
[image: image169.wmf]S

st

E/N

i

 to predict whether the packet was in error. Note that for each 
[image: image170.wmf]1,...,1,

in

=-

%

 the packet is actually in error. 

Finally, for each average geometry, evaluate the performance of the predictor by computing the prediction error rates and catastrophic error rates. The demapping penalties which results in the best prediction performance are then chosen to be the values of 
[image: image171.wmf]a

x

.

· Obtaining the demapping penalties require a large number of samples. So, it is recommended that for each average geometry, one attempt at least 25000 transmissions of encoder packet transmissions.

· Demapping penalties should not depend on the encoder packet size. However, one can try to obtain separate demapping penalties for each such size defined.

· Demapping penalties do not depend on the effective coding rate.

· Different modulations will have different demapping penalties. So, demapping penalties need to be determined for each modulation being used.

Recommendations

· Puncturing penalties (or coding gains) result in extremely accurate predictions if 1/M < 0.75. If 1/M 
[image: image172.wmf]³

 0.75, then the use of the actual functional relationship between 
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and BLER for the corresponding value of M is recommended.

· Doppler penalties can be obtained by “intelligent” extrapolation. For example, for D=100Hz, if the Doppler penalty is 0.25, 0.5 dB and 1 dB for 1/M=0.2, 0.5, and 0.75, respectively, then suitable extrapolation can be used to obtain Doppler penalties for all values of M in between.

APPDENDIX G: EQUALIZATION

The following Appendix describes a possible technique to reduce multi-path interference.  This technique is optional; however, if equalization is used in a proposal, the technique discussed below shall be used.

Equalization (optional)

Equalization may be used to reduce the FURP. In the following text, a procedure is provided for evaluating the symbol signal-to-noise ratio of the ideal MMSE equalizer for channels randomly drawn according to the ITU models.  The performance of the ideal MMSE equalizer is captured in equation (2) below.  A second simulation procedure is described which accounts for the implementation losses associated with the use the MMSE equalizer.  The performance of this non-ideal approximation of the MMSE equalizer is captured in equation (14) below.

The procedure for the implementation of equalization in the simulation will be the following:

i) A random draw is taken from the appropriate ITU channel model (Ped A, Ped B, Veh A).

ii) The random draw is convolved with the autocorrelation of the chip filter;

iii) Let the complex vector 
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iv) Let the complex vector 
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In general, the index 
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v) The symbol signal-to-noise ratio for the equalizer is given by
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where N is the number of chips per symbol, 
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 is the allocation for the given Walsh code, and 
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where
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Note that 
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 is the intra-cell interference power for the given instantiation of the channel 
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.  It is not the intra-cell power averaged over the distribution of 
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The procedure used to account for implementation losses associated with the use of MMSE equalization will be the following:

i) Let 
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 denote a zero-mean Gaussian random vector with covariance matrix 
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where 
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 is the pilot allocation.  The integer M should be chosen as large as possible subject to the condition
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In order to simplify the generation of samples of the random vector 
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, the diagonal covariance matrix 
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may be used in place of the true covariance 
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ii)
A random draw is taken of the vector 
[image: image203.wmf]Δf

.  Let 
[image: image204.wmf]Δf

f

f

+

=

ˆ

.

iii)
Let 
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iv)
Let 
[image: image208.wmf]y
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 denote a non-central chi-square random variable with two degrees of freedom, mean
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and variance
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vi) Random draws are take of 
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vii) Define the matrix 
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viii) The symbol signal-to-noise ratio of the MMSE equalizer based on the estimated channel 
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APPENDIX H: MAX-LOG-MAP TURBO DECODER METRIC

The following Appendix describes the MAX-LOG-MAP turbo decoder metric.

Turbo Decoder Metric and Soft Value Generation into Turbo Decoder

MAX-LOG-MAP shall be used as turbo decoder metric.

The basic block diagram of the mobile station receiver for the simulation is shown in Figure H-1. The M-ary QAM demodulator generates soft decisions as inputs to the Turbo decoder. For M-ary QAM, the soft inputs to the decoder are generated by an approximation
 to the log-likelihood ratio function [3].  First define, 
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where M is the modulation alphabet size, i.e. 8, 16,  32 or 64 and
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x is the transmitted QAM symbol, Ad is the traffic channel gain, Ap is the pilot channel gain, 
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is the complex fading channel gain, and 
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is the fading channel estimate obtained from the pilot channel,
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and  Kf  is a scale factor proportional to the received signal-to-noise ratio. The parameter dj is the Euclidean distance of the received symbol z from the points on the QAM constellation in S or its complement (yj).  It is assumed that the value of Ap/Ad is known at the mobile station receiver. In this case the distance metric is computed as shown in Figure H-1 and is written as follows
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where 
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 is an estimate formed from the pilot channel after processing through the channel estimation filter as shown in Figure H-1.
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Figure H-1 QAM Receiver Block Diagram
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� If a mobile is dropped within 35 meters of a base station, it shall be redropped until it is outside the 35-meter circle.


� One PCG delay in link level modeling (measured from the time that the SIR is sampled to the time that the BS changes TX power level.)


� Compressed TCP header (5 bytes from 40 bytes) and PPP framing overhead (7 bytes + ceiling (size(payload + compressed TCP header + 6)/128)) shall be transmitted over the air in addition to the payload (MTU – 40) bytes. 


For the 1500 MTU size:


1460  Payload (MTU – 40)


+ 5   Compressed TCP header


+ 7   PPP headers and CRC


+ 12  PPP escaping = ceiling ( (1460 + 5 + 6)/128)


1484 bytes above the multiplex sublayer


For the 576 MTU size:


536   Payload (MTU – 40)


+ 5   Compressed TCP header


+ 7   PPP headers and CRC


+ 5   PPP escaping = ceiling ( (536 + 5 + 6)/128)


553 bytes above the multiplex sublayer


� Truncated lognormal distribution for the main and embedded object size parameters shall be used. The truncation points are as follows:


For main object:  Maximum = 2,000,000 bytes, minimum = 100 bytes


For embedded objects: Maximum = 2,000,000 bytes, minimum = 50 bytes





� The MTU size remains fixed for a packet call or page. In other words, all objects in a page (both the main object and the embedded objects) are transferred using the same MTU size.


� Any transitional 1xRTT to 1xEV-DV systems will certainly include voice users.  In fact, voice + SCH + 1xEV-DV packet data users mix will be a more realistic case for a transitional system. 


� If a mobile is dropped within 35 meters of a base station, it shall be redropped until it is outside the 35-meter circle.


� One PCG delay for link level modeling (measured from the last chip that the reverse pilot is measured to the time that the mobile changes TX power level).


� In other words, the actual PA has to be larger than 23 dBm since it has to take into account the peak to average ratio.


� This and the 3 terms above it sum to 1


� For example, power control subchannel power consumption has to be excluded.


� This term does not reduce the amount of power available for the traffic channel but might limit the sector throughput.


� Sum of two is the typical soft handoff where multiple sectors transmit to the MS and the MS combines the traffic channels across sectors. The Best-of-two HO is closer to hard handoff in that only one of the sectors is transmitting to the MS at any given time.


� This functional relationship will depend on the encoder packet size. So, the proponent will need to generate this relationship for every encoder packet size that has been defined. 





� Note that � EMBED Equation.DSMT4  ���(expressed in dB) is always positive.


� In this case, demapping penalties are being implicitly accounted for in � EMBED Equation.DSMT4  ���.


� This range of average geometries may be reduced if it is expected that the higher order modulation is not going to be used at really low values of Es/Nt.


� The optimum LLR computation will also include the noise variance due to channel estimation [4].
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