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1 Introduction
In Release 12 a feature called dual connectivity was introduced. During the SI phase (FS_LTE_SC_enh_hilayer, RP-122033) 3 scenarios were evaluated. RAN2 concluded the potential challenges in TR36.842. They are depicted in Table 1 in the Annex. From Table 1 it can be seen that for both scenario #1 and scenario #2 all the challenges - except for UL/DL imbalance - were identified. Scenario #2 became the most interesting scenario due to the potential great improvement on user throughput and less complexity compared to scenario #1 in terms of UE capabilities. One WI (LTE_SC_enh_dualC, RP-132069) was established after the SI for scenario #2 and it is expected to complete in Dec. 2014. 
2 LIPA and SIPTO
The main intention of dual connectivity is to improve user throughput. But one of the consequences of dual connectivity is that the traffic going through core network will also increase correspondingly. The usage of LIPA/SIPTO is to offload part of the traffic from the core network and send it directly to the internet. SA2 and RAN3 had been working on LIPA/SIPTO from R9 to R12 and they are completed, i.e. LIPA/SIPTO are already feasible now. The benefit of combining dual connectivity and LIPA/SIPTO is that increased user traffic can pass through the core network in such a way that the user plane of the core network will be less impacted by dual connectivity. Figure 1a and Figure 1b show the current situation for 1A architecture and 3C architecture without deploying LIPA/SIPTO features. It can be seen that in both cases the core network is experiencing higher traffic. Some may argue the total user traffic is not changed significantly. But this is actually not true because network capacity will be also expanded dramatically when user throughput is increased. It is not always realistic that traffic can be offloaded to non-3GPP systems like Wi-Fi networks. So offload within the 3GPP system should also be evaluated.
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Figure 1a: 1A architecture



Figure 1b: 3C architecture
Figure 2a and Figure 2b show two examples how increased traffic can be offloaded from the core network. In Figure 2a a HeNB acts as SeNB. There are two parallel services launched in APN1 and APN2 respectively. For example, for one UE, IP Multimedia Subsystem (IMS) services and LIPA/SIPTO services can coexist. In Figure 2b all the traffic involves APN1. In this case a SIPTO LGW is located within MeNB and another eNB or HeNB acts as SeNB. The service is split in MeNB in such a way that the UE can be connected to both MeNB and SeNB. From both Figure 2a and Figure 2b it is clear that traffic offload due to dual connectivity is attractive.
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Figure 2a





Figure 2b
SA2 pointed out in their LS S2-140537 that “SIPTO above RAN and SIPTO@ Local Network with standalone combined GW is not impacted by this feature.  But, SA2 has not managed to analyse all the technical aspects to support LIPA/SIPTO@ Local Network and believes it is not feasible to support LIPA/SIPTO@ Local Network with collocated GW in Rel-12.” 
With respect to the combination of dual connectivity and LIPA/SIPTO, some architectural issues still need be clarified. LIPA LGW can be co-located in a HeNB, while SIPTO LGW can be co-located in a HeNB or eNB. In case of dual connectivity, where could SIPTO LGW be co-located? in MeNB, SeNB or both? Related to the location of a LIPA/SIPTO LGW, is there anything new that needs to be discussed? For instance, in Figure 2a is it feasible to co-locate LGW in HeNB (SeNB) while S1 interface is established between the CN and MeNB, etc.? For the SIPTO@LN with standalone GW case, how to choose a SeNB which shall connect to the same standalone GW as for MeNB needs to be considered and evaluated. 
3 CSG
SA2 also pointed out in their LS S2-140537 that “SA2 understands there is no discussion in RAN TR 36.842 about the support for CSG in dual connectivity operation. SA2 has not managed to analyse all the technical aspects related to support of CSG in dual connectivity operation. If CSG needs to be supported, the CSG access control needs to be resolved when RAN makes the decision on resource addition/modification of SeNB (with CSG cell). SA2 assumes there will be no CSG support in Rel-12 for the dual connectivity operation.” 
There are 2 typical use cases for home eNBs:
Use case 1: deployment at home or in businesses like Starbucks cafes 
Use case 2: enterprise deployment, i.e. a group of home eNBs having continuous coverage in or out of the door
For use case 1 it is clear that there is no mobility or signalling issue. The most interesting aspect is user throughput. By adopting the dual connectivity feature the user can connect to a macro cell and a HeNB simultaneously. In addition the user experience will be much better, considering the smooth change from indoor to outdoor and vice versa instead of hard handover.
For use case 2 the user can enjoy the benefit brought by dual connectivity within the whole coverage area of a group of HeNBs. The challenges would be similar as for normal small cells (with the difference that small cells will be deployed in much wider areas). 
However HeNBs are different from normal small cells in the sense that not all the users can access a HeNB. Assuming a HeNB acts as SeNB, the MeNB should be involved in the access control procedure every time a HeNB is added or changed. This is because there is only one S1 interface, established between MeNB and the CN. This also implies that some new procedures over S1/X2 interface - or enhancements of current procedures - should be evaluated. In addition there is extra effort required to deal with the situation where UE’s CSG membership is modified or outdated.
4 Mobility anchor
As indicated in the annex there is one common challenge for all 3 scenarios i.e. signalling load towards core network. And in the TR 36.842 it says that “A mobility anchor solution is proposed with the intention to reduce/hide signalling load towards Core Network by hiding subsequent mobility involving SeNBs”  and “This solution was thought to fall into responsibility of RAN3 as no Uu impact is foreseen”. We believe such kind of mobility anchor can not only benefit UE supporting dual connectivity but also legacy UE due to the fact that no Uu interface will be impacted. If the interface between nodeB and mobility anchor is not touched i.e. it acts as S1 interface then even legacy eNB can also benefit from such solution.
5 Inter-MeNB HO

In R12 SeNB can only be added after inter-MeNB i.e. it can’t be configured during the handover procedure. The main concern is that SA3 believe it is more complicated compared to what is being done in R12. The consequence of such limitation is the negative impact on UE’s throughput based on the assumption that majority traffic is shifted to SeNB. So UE will experience throughput deterioration in some period of time which up to the measurement report and SeNB addition procedure.

One general use cases is when UE is located within overlapping area between small cells which falls within coverage of two MeNB. It could occur for dense small cell deployment. For both dense and sparse deployment it is also possible that SeNB is even not changed. We believe both cases are valuable. In addition due to security reason any security key will be updated after handover. It is even true for SeNB change without handover. So from user plane point of view data transmission/receiving will be any way interrupted. From procedure point of view target MeNB will anyway contact with SeNB before it feedback any handover command no matter whether SeNB is changed or not. So RAN3 can start with discussion targeting first case which is more general. 
6 Conclusions
In February 2014 SA2 asked RAN2 and RAN3 whether LIPA/SIPTO, CSG  can be supported for dual connectivity in their LS S2-140537. RAN3 answered in LS R3-140486 that both can’t be supported in R12. We propose to specify these 2 features in R13. In addition mobility anchor and inter-MeNB HO with configuration of SeNB are also proposed.
7 Reference
[1] TR 36.839 b10
Annex
	Challenges
	Scenario#1 (co-channel)
	Scenario#2 (inter-frequency)
	Scearnio#3 (small cell only)

	Mobility robustness
	Results indicate that handover performance in HetNet deployments is not as good as in pure macro deployments.  Of the different HO types, Pico to Macro handover performance showed the worst performance.

For low mobility UEs (i.e., speed < 30km/hr), no significant problems have been observed in terms of HOF and loss of connectivity (some issues with Short ToS have been identified)

[1]
	Mobility robustness in Scenario #2 is not as good as in a macro only network, but less of a problem than in Scenario #1 if no DRX is used.
The HO performance is degraded if longer DRX is used.

If the HO threshold to small cells is set such that UE stays longer in small cells, the HO failure and ping pong from a small cell to a macro cell is increased.
	Up to the 3km/h of UE speed, there is no mobility robustness problem in Scenario #3.


	UL/DL imbalance between macro and small cells
	smaller issue and down prioritized
	smaller issue and down prioritized
	N/A

	Increased signalling load (e.g., to CN) due to frequent handover
	The amount of signalling due to handover is increased over the radio interface and E-UTRAN including toward the CN as the number of small cells is increased. How much dominant the handover signalling load to the CN is to the total signalling load in the E-UTRAN depends on the RRC inactivity timer.
	For dual Rx/Tx UEs, keeping the mobility anchor (S1-U and S1-MME) in the macro cell can save signalling overhead towards the CN (S1 path switch).
There is a trade-off between saving C-plane signalling towards the CN and U-plane overhead on Transport Network due to routing all traffic via the macro as well as inter-eNB C-plane signalling.
RRC reconfiguration overhead of managing both macro and small cells simultaneously is higher than that of managing either macro or small cell only.
	A mechanism to cope with the increase of signalling due to cell change traffic should be considered for Scenario #3 as well as Scenario #1 and #2.

	Difficult to improve per-user throughput by utilizing radio resources in more than one eNB
	technology potential compared to the existing interference coordination functionalities has not been justified
	Increasing user throughput by utilising radio resources across cells, while taking into account QoS requirements, is a challenge also in Scenario #2.
	N/A
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