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1 Introduction

At GERAN#35 a new 3GPP R8 Feature Study Item “A Interface over IP” (GP-071562) was approved (see GP-071562). The WID asks for studying impacts on the architecture to support A interface over IP, including the possibility to place transcoder hardware in the core network.
This paper outlines the motivation for AoIP. It sketches potential architectural approaches and identifies functional impacted areas. A more detailed discussion of these functional impacts must be presented in other contributions.
The following chapters are numbered according to the TR chapters, where they should be included after discussion.
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3 Void

4 Overview
4.1 Background and Motivation
Editor’s Note: the following should be added to the existing Background section:

In mobile networks many domains and interfaces within and between those domains have already been adapted to IP technology or are on the way to introduce IP as an alternative to ATM and TDM based technologies. For example the BICN (Bearer Independent Core Network [1]) has introduced IP in the CS domain and there is support of IP at the Iu interface towards the 3G radio network [2]. While IP based A-interface signaling is introduced in 3GPP release 7 [3], the user plane of the A-interface is still solely based on TDM transmission technology:
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Figure 4.1-1: Today only the TDM based user plane prevents 
operators from achieving an ALL-IP implementation 
in the GSM radio and core networks.
One of the main advantages of having IP based A-interface for the user plane is a much more flexible network design between the BSS and the CS core.
Furthermore IP hardware in the nodes and IP site and backbone infrastructure can be shared by the A-interface control plane and the user plane. A separation of the signaling network from the user plane can be achieved by using technologies like VLAN tagging, virtual routing etc. This will allow the operator to abolish TDM hardware and TDM infrastructure and by that reduce OPEX and CAPEX.
4.2 Architecture
4.2.1 Legacy Architecture

The current A-interface has signaling over IP defined (SIGTRAN) in addition to the original signaling using TDM signaling transport. But, as stated before, for the user plane only TDM transmission is defined, with transcoding always located inside the BSS. The only Codec defined for this TDM A-Interface is PCM (G.711). In addition TFO may exist, which tunnels compressed speech through this PCM link between TRAU and MGW.
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Figure 4.2.1-1: Current legacy architecture 
Note: the TRAU boxes include the transcoders, located somewhere in BSS
This paper discusses 2 solutions to support A interface over IP:
4.2.2 Interim Solution with Transcoders placed in BSS

In the first, “interim” solution there will be no changes on the functional division between Base Station System (BSS) and CS Core Network, as specified in TS 48.002 [4]. Specifically the transcoding is left within the BSS. This interim solution focuses on migrating the existing A interface to IP; the network architecture is not really impacted. It will specify how to carry 64 kbps A-interface channels between the BSC and the MGW over an underlying IP based transport protocol; for both voice services as well as for data and fax services.
The Codec defined for the A-Interface is still PCM, again TFO is an option.
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Figure 4.2.2-1: Architecture for the “interim solution”,
A interface over IP, Transcoders in BSS
For this interim solution the recommended network architecture is that Media Gateways (MGWs) are co-located at the same site where the transcoders are. This is always desirable, but the high transport volume makes it quite important. To achieve better bandwidth efficiency at the A interface IP-multiplexing techniques shall become an option.
The main advantage of this interim solution lays in the fact that existing transcoder pools within the BSS can be used still and no new transcoder resources need to be allocated in the MGW. This may be of especial importance for legacy Codecs, like GSM_FR and GSM_HR, where no future growth is expected, but which will disappear over time. 
Another advantage is related to the fact that IP solves problems related to the inflexible physical connectivity of TDM.  The solution introduces the freedom to place a BSC/TRAU somewhere in an IP network. To scale the capacity of the A interface becomes much easier because another MGW can be added without considering adding TDM connectivity to local BSC/TRAUs. And obviously the deployment of A-flex will be much easier, because the BSC/TRAUs have to be “connected” with all MGWs belonging to the MSC in Pool.  And, as already said above,  IP hardware in the nodes and IP site and backbone infrastructure can be shared by the A-interface control plane and user plane.

4.2.3 Target Solution with Transcoders placed in the Core Network
The second, target solution deviates from the current BSS architecture, where today transcoders are functionally integrated into the BSS (see [4]). Allowing placing transcoders in the CS core network will impacts the functional division between Base Station System (BSS) and Core Network. This target solution allows carrying compressed speech in an efficient way across the A-interface. In contrast to TFO the compressed speech is formatted directly and there is no PCM stream in parallel. This target solution will reduce the overall need for transcoders in BSS and Core Network and it will improve the end-to-end speech quality and delay. But it will require additional  transcoder resources (e.g. more DSP-power for transcoding in all Mobile-to-PSTN calls) within the Core Network and possibly new transcoder types (e.g. GSM_HR) within the Core Network. 
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Figure 4.2.3-1: Architecture for the “advanced solution”,
A interface over IP with transcoder-less BSS.
The target solution yields to align the BSS network architecture with the 3G CS core network architecture. This will allow concentrating development and deployment of transcoders within the core network. They will become part of the media gateway (MGW) and will be controlled by the MSC servers.

In an architectural solution where the transcoders are moved from the BSS to the CS Core Network, still data and fax services must be supported.

4.2.4 Migration Scenarios 
There is an enormous amount of transcoder resources installed in today’s GSM radio networks. Therefore the “final solution” in the standard shall be flexible and allow the use of transcoders placed in the BSS and/or in the CS Core Network. In addition, e.g. for the purpose of migrating the A interface from a TDM to an IP interface, both TDM and IP based A interface should be supported concurrently, at least for the migration phase. 
The table below shows scenarios that shall be supported by the standard. It is not required that an operator has to implement all these different scenarios. In contrast the intention is that the standard shall not hinder an operator from implementing his specific deployment strategy for AoIP.
	Scenario:
	TC in BSS:
	TC in MGW:
	AoTDM:
	AoIP:

	Legacy
	Yes
	No
	Yes
	No

	Migration 1
	Yes
	No
	Yes
	Yes

	Migration 2
	Yes
	Yes
	Yes
	Yes

	Migration 3
	Yes
	Yes
	No
	Yes

	Target
	No
	Yes
	No
	Yes


	Migration 3
	Yes
	Yes
	No
	Yes


Migration 1: AoIP is introduced; transcoders stay in the BSS,PCM is mandatory on A.
Migration 2: Transcoders introduced in the Core network, PCM or compressed speech on A.
Migration 3: TDM transmission removed from the A interface, PCM or compressed speech on A.
Target:        IP transmission and compressed speech on A are mandatory..
As said above: none of these migration steps is mandatory for an operator or vendor, but the standard shall support all of them.
This will result in following combinations with respect to user plane transport and format:

	Scenario:
	PCM speech/64 kbps data over TDM
	PCM speech/64 kbps data over IP
	TFO 
as option
	speech framing
and 
rate adapted data over IP

	Legacy
	Yes
	No
	Yes (Note 1)
	PCM

	Migration 1
	Yes
	Yes
	Yes (Note 1)
	PCM

	Migration 2
	Yes
	Yes
	Yes (Note 1)
	PCM and/or compressed

	Migration 3
	No
	Yes
	Yes (Note 1)
	PCM and/or compressed

	Target
	No
	No
	No
	compressed only


Note 1: TFO is not mandated. As long as in a migration scenario TCs are provided in the BSS, it is an option for the operator to utilize TFO. It is not foreseen that TFO will have any impact on the AoIP work item and is therefore not further studied.
4.3 Functional Impacts

4.3.1 Functional Impacts when Transoders are placed in BSS
“A interface over IP” requires to setup IP connections for each call. That means IP terminations have to be seized on both sides of the A interface. The related IP end point address information of the transport connection between MGW and BSS must be exchanged. This will impact the assignment and handover procedures of the BSSMAP protocol [5] and the GCP.
The payload format needs to be defined. An option is to use for PCM speech the RTP profile according to RFC 3551 and clearchannel according to RFC 4040 for data calls (including fax). The underlying transport is proposed to be RTP/UDP/IP. Furthermore it is proposed to specify IP-multiplexing as a means to achieve better bandwidth efficiency. 3GPP has already specified IP-multiplexing for Nb; the reuse of this solution shall be studied.

Solutions based on tunneling E1 or other TDM channels over IP will remove one main advantage of IP transport, which is the ability to dynamically set up connections between the BSS and any MGW. Therefore it is proposed to exclude those from the study.
4.3.2 Functional Impacts when Transoders are placed in Core Network
All functional impacts sketched in section 4.1 are also valid when the transcoders are placed in the core network, e.g. multiplexing on transport level, establishment of IP bearer connections etc.
Having transcoders in the MGW requires a solution for the handover procedures. When the  handover requires a change of the codec then existing mechanisms should be reused that involves the MSC Server.  Intra BSC handover that do not require a change of the codec should be handled without MSC impacts.                                                                                                                                                                                                                                                                                                                                                                                                                
When compressed speech is used on the A interface over IP then it is easier to design a “true end-to-end codec negotiation”. The existing Codec Negotiation within the Core Network as specified in OoBTC (see TS 23.153) and the future Codec Negotiation in SIP-I (see TR 29.802) will benefit from better knowledge about the BSS resource situation. For details see chapter 6.3. This will improve the speech quality further. CAPEX will be reduced: less transcoder HW will be needed because many Mobile-Mobile calls won’t need any transcoder and Mobile-PSTN calls only one at the network edge. It should be possible for the operator to choose the compromise between radio efficiency and speech quality. “True end-to-end” codec negotiation impacts the BSC, because it should provide the CS core network on a call basis with a list of supported codecs. Section xx of this report discusses how to convey codec information in call related messages in 3GPP TS 48.008.
4.3.3 Support for CS Data Services

AoIP must still support data and fax calls. There are 2 approaches further discussed in chapter 5.2 of this TR .. The first one leaves rate adaptation functionality in BSS and transfers 64 kbps over the A-interface using clearchannel according to RFC 4040 as RTP profile. The second one moves rate adaptation functionality to the core network and needs new RTP profiles for the A-Interface for lower bit rate.
4.3.4 Functional Impacts for Migration

At least to support smooth migration it should be possible to support transcoders placed in the BSS as well as in the MGWs. Therefore on a call basis BSSMAP signaling is needed to decide if the BSS or the MSC Server owns the transcoder. The BSC is impacted because it does not anymore control the codec resources for calls where the codec is placed in the core network. 

5 Conclusion

In this paper solutions have been presented to support A interface over IP. Functional impacts for these solutions are identified, which needs to be covered by the feasibility study.

It is proposed to include above chapters after discussion into the Technical Report..
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