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Fast Ack/Nack Reporting, Reduce TTI and RLC Non-persistent Mode in EGPRS
1. Introduction

This paper studies by means of an EGPRS protocol simulator the performance of Fast Ack/Nack reporting, Reduced TTI and RLC non-persistent mode in a number of scenarios, in order to help fine-tuning the definition of these techniques and applicability thereof.

2. Simulator Description
The EGPRS protocol simulator models a single cell and is suitable for study of different features from RLC/MAC to TCP/UDP. More details describing the simulation model can be found in [3].
2.1 Fast Ack/Nack Reporting

Fast Ack/Nack reporting is implemented using a variable length piggybacked Ack/Nack (PAN) bitmap (using new RLC/MAC headers with PAN length indication as described in [4]). Besides PAN, the normal EGPRS polling was used in order to provide the same link adaptation and power control functionality as in EGPRS. The polling policy is such that the MS is polled (downlink transfer) or BSS sends the acknowledgment message (uplink transfer) when at most 25 RLC data blocks are transmitted over the given TBF.

The variable length PAN bitmap affects the coding rate of an RLC data block. For simplicity this change of coding rate is not modeled in the EGPRS protocol simulator even though a variable length PAN is used; it is assumed in the protocol simulations that the link level performance of a given MCS is unaffected by the PAN length. Nevertheless, the impact of the change of coding rate of the convolutional coder was studied and the results are depicted on Figure 1 that shows as expected that the larger the PAN bitmap length the worse the performance. The graph on the figure is constructed from the FLO simulations. The FLO engine was set to have one transport channel protected with 12 bit CRC and the interleaving depth 20 ms.
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Figure 1: Impact of coding rate of a convolutional coder on the link level performance, 8-PSK
(no RX/TX impairments)
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Figure 2: Impact of coding rate of a convolutional coder on the link level performance, GMSK 
(no RX/TX impairments)
The following criteria are used for the selection of PAN bitmap length and making decision whether to include PAN:
· PAN is always inserted to the RLC/MAC block for data transfer if there is a TBF in the opposite direction.

· The PAN bitmap length is determined based on the number of erroneously received blocks. The RLC/MAC receiver reports as many negative acknowledgements as possible.
2.2 Reduce TTI

The uplink and downlink delays are modeled as described in [5]. The delays are summarized in Table 1.
Table 1: UL and DL delays
	TTI
	Scenario
	PCU Buffers [ms]
	Abis [ms]
	BTS Buffers [ms]
	Air [ms]
	Total Delay [ms]

	
	
	DL
	UL
	DL
	UL
	DL
	UL
	DL
	UL
	DL
	UL

	20ms
	A
	30
	30
	20
	20
	20
	0
	20
	20
	90
	70

	
	B
	0
	0
	0
	0
	20
	0
	20
	20
	40
	20

	10ms
	C
	10
	10
	10
	10
	20
	0
	20 (10)
	20 (10)
	60 (50)
	40 (30)

	
	D
	0
	0
	0
	0
	20
	0
	20 (10)
	20 (10)
	40 (30)
	20 (10)

	20ms
	E
	10
	10
	10
	10
	20
	0
	20
	20
	60
	40


2.3 RLC Non-persistent Mode
The RLC non-persistent mode is implemented as follows. The RLC receiving entity updates receive window state variable V(Q) when:
· RLC entity receives the RLC data block whose BSN is equal to V(Q). V(Q) is updated to BSN of the next RLC data block which has not yet been received and discarded.
· RLC entity receives the RLC data block and [V(R) – V(Q)] modulo SNS > WS after updating V(R). V(Q) is updated to BSN of the next RLC data block which has not yet been received and discarded starting [V(R) – WS] modulo SNS.
· RLC data block whose BSN equal to V(Q) is discarded by the RLC entity due to delivery limit restriction. V(Q) is updated to BSN of the next RLC data block which has not yet been received and discarded.
The delivery limit is a simulation parameter and its value was 150 ms for all scenarios. The RLC data block is discarded after the delivery limit has elapsed since the RLC data block was recognized missing, i.e. BSN out of sequence, the RLC data block decoding failure.
Note that the RLC non-persistent mode was implemented to be explicitly controlled by the receiving RLC entity which is not completely in line with what has been approved in GERAN. However that does not impair the viability of the simulation results.
3. Simulation Results
The simulation parameters common for all simulations are listed in Table 2.
Table 2: Common simulation parameters
	Parameter
	Value

	MS multislot class
	5 (2+2)

	MS per cell
	1

	C/I
	15 dB

	Link adaptation
	enabled

	Channel
	TU3iFH

	Frequency Band
	900MHz


3.1 VoIP
A VoIP application model can be described as a bi-directional streaming. Although a simple signaling at the beginning and end of the session is implemented in order to establish uplink and downlink connections between two communicating entities (i.e. UL and DL TBFs are created) before the actual data transfer takes place, the model lacks any SIP signaling. The receiving entity may have allocated a jitter buffer. The length of the jitter buffer is static during the simulation and defined as a simulation parameter.
The VoIP model was set to simulate VoIP in EGPRS utilizing AMR 4.75 codec. The details of packet sizes are given in Table 3. The jitter buffer was set to 80 ms. Simulations were performed for all scenarios mentioned in section 2.2 with different combinations of fast Ack/Nack support, RLC non-persistent mode, and reduced TTI.
Table 3: Packet size
	
	4.75

	Class A bits
	42

	Class B bits
	53

	Class C bits
	0

	CMR
	4

	ToC
	6

	Padding bits
	7

	ROHC header
	32

	SNDCP header
	8

	LLC header
	48

	Total
	200


One of the performance indicators observed during the simulation is frame error ratio at the application level. The obtained values can be seen in Table 4. Note that delivery delay at the application level is constant due to the jitter buffer and depends exclusively on the scenario. The delivery delay at the application layer (i.e. including the delay in the jitter buffer) is shown in Table 5.
Table 4: Frame error ratio at the application layer [%]
	TTI
	Scenario
	RLC Ack
	RLC Ack + PAN
	RLC N-P
	RLC N-P + PAN

	
	
	UL
	DL
	UL
	DL
	UL
	DL
	UL
	DL

	20
	A
	17.82
	7.96
	8.76
	5.77
	6.29
	5.28
	5.25
	4.77

	
	B
	14.02
	1.59
	0.46
	0.11
	5.58
	2.41
	0.33
	0.75

	10
	C
	16.62
	4.22
	1.85
	0.48
	6.45
	4.52
	0.90
	0.93

	
	D
	14.60
	1.65
	0.39
	0.01
	4.68
	2.26
	0.13
	0.01

	20
	E
	16.04
	4.30
	4.32
	1.75
	7.23
	4.78
	3.89
	2.94


Table 5: Delivery delay at the application layer [s] (mouth-to-ear delay)
	TTI
	Scenario 
	UL
	DL

	20
	A
	0.181
	0.235

	
	B
	0.141
	0.175

	10
	C
	0.151
	0.185

	
	D
	0.131
	0.165

	20
	E
	0.161
	0.195


The study of VoIP was not only focusing on the application performance but also on performance of different features of the RLC/MAC layer. The particular question is how efficient the variable PAN could be compared to the fixed PAN. The simulations show that a very short fix PAN may be sufficient. They clearly show that a large PAN is useless. The cumulative distribution function of bitmap length measured for the downlink direction in case of scenario A is shown on Figure 3 as an example. The length 0 in the figure means that it would be enough to report the last correctly received RLC data block without any bitmap (i.e. all blocks were correctly received and the end of the window is reported).
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Figure 3: CDF of bitmap length (VoIP, scenario A, downlink)
3.2 Web browsing
The WWW model is described in [5]. The web page download times obtained from the simulations are depicted on the figure below.
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Figure 4: Web browsing, HTTP/1.0
The cumulative distribution function of bitmap length measured in downlink is shown on Figure 5. If the RTT between the RLC entities is decreased then the number of outstanding RLC data blocks is smaller and the length of the bitmap needed to report the negative acknowledgments decreases too. This can be seen from Figure 5 and Figure 6 when RLC RTT is decreased from 160 ms to 80 ms in case of EGPRS RLC blocks for data transfer.
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Figure 5: CDF of bitmap length (Web browsing, scenario A, uplink)
[image: image6.png]CDF

0.8

06

04

02

5

10 15
PAN length [bits]

20

25




Figure 6: CDF of bitmap length (Web browsing, scenario C, uplink)
3.3 E-mail

Simulations of e-mail application were conducted with the model described in [5]. The model simulates e-mail download over IMAP. The e-mail transfer is done with standard SMTP. The transfer delays observed during the simulations are shown on the following figures.
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Figure 7: E-mail transfer, IMAP
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Figure 8: E-mail transfer, SMTP
4. Conclusions
This paper presents results from simulations of new features of EGPRS namely fast Ack/Nack reporting, Reduced TTI, and the new RLC non-persistent mode suitable also for non-MBMS services. The simulation results lead to the following conclusions.
The VoIP results clearly indicate that all the features above are needed in order to enable VoIP in GERAN. The requirements on VoIP quality in terms of latency and frame error ratio are met by the simulation scenario C (Rel-7, RTT, Fast Ack/Nack, RLC non-persistent mode, PCU in BSC). However, it must be noted that the implementation of RLC non-persistent mode in the simulator is not optimal. Because the RLC non-persistent mode is implemented only at the RLC receiving entity some radio resources may be wasted. This could occur when the RLC transmitter sends an (outdated) RLC data block which will be discarded by the RLC receiver as the delivery limit elapsed.
The introduction of new EGPRS coding schemes with PAN does not bring any benefits for best-effort services such as Web browsing and e-mail transfer. The current MCSs provide better performance. There are two reasons for this:

· Firstly, the new MCSs are suffering from a decreased throughput due to piggy-backing of acknowledgement; and 
· Secondly, the concurrent data transfer occurs only when TCP acknowledgments are transmitted which is rather rare case.
The decision as to whether PAN should include a fixed or variable bitmap cannot be made based on the simulation results in this document. However, it can be concluded based on the cumulative distribution functions of PAN bitmap lengths that VoIP or any other type of streaming with more or less constant data rate would require only a very short bitmap with fixed or variable length. Note though that IMS signaling was not taken into account in the simulations. An application of which the traffic pattern consists of burst of data could however utilize the benefits of a variable bitmap. But however asymmetric services like WWW lack concurrent uplink and downlink data transfers that are an essential condition for PAN to work properly. Services with bursty traffic and concurrent uplink and downlink data transfers would benefit from a variable-size PAN. (Popular) On-line gaming falls in this service category. The network traffic generated by gaming has been studied extensively during recent years [6]

 REF _Ref148262759 \r \h 
[7]

 REF _Ref148262761 \r \h 
[8]. It could be worth analyzing the impact of the new EGPRS features on this type of services with a general approach.
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Appendix – A: Transfer delay at UDP LAYER
Table 6: Transfer delay at UDP layer, scenario A
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Table 7: Transfer delay at UDP layer, scenario B
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Table 8: Transfer delay at UDP layer, scenario C
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Table 9: Transfer delay at UDP layer, scenario D
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Table 10: Transfer delay at UDP layer, scenario E
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