3GPP TSG GERAN WG 2 #5 bis


25th – 29th June 2001

Helsinki, Finland
G2-010089



Agenda Item:
7.2.5.4
Source:
Siemens
Title:
Iur-g - CS call setup after CN initiated paging

___________________________________________________________________________

1 Introduction

During discussions related to the Iur-g interface, some open issues have been identified due to the dependencies between the Iur-g interface and the proposed area concept and the trigger for starting a Relocation procedure. This contribution lists those dependencies and proposes a solution.

2 CN initiated paging

2.1 Overview

One intention for introducing the GRA concept is to reduce the amount of location management procedures in the case a UE/MS is leaving a BSC area, but remains within the same GRA [1]. During the last meetings it was clarified that this reduction of signaling messages is only applicable for UEs/MSs in RRC_URA_PCH state / RRC_GRA_PCH state due to the fact that the Iur-g interface does not contain an user plane.

But there are open issues (listed in [2], [5]) which have to be considered: e.g. the CN initiated paging from the CS domain can be delivered to the MS, but the call establishment requires dedicated resources on the Iur-g interface and can therefor not be finished sucessfully.

2.2 Current situation

It is the current working assumption that the GRAs (which are applicable for MSs in RRC CONNECTED state) can be defined independently from the LAs / RAs (which are applicable for MSs in RRC IDLE state). This leads to the possible scenario depicted in Figure 1.
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Figure 1: Possible Paging scenario for a MS in RRC_GRA_PCH state

In Figure 1 a MS in RRC_GRA_PCH state (Iu-ps connection between serving BSC and SGSN 1 is established) has moved to an area, which is served by another BSC and which is part of the location area LA2. Because the MS has not left the GRA, there is no need that the MS performs location management procedures. As only one Iu reference point is possible for both domains, the MS is not allowed to perform a location area update procedure. Therefor the HLR entry for that MS will point to MSC/VLR1 in case of a MTC. If a MTC has to be delivered to the MS, the MSC1 will initiate the paging procedure:

1. MSC1 will deliver this paging request to the serving BSC (and to all other BSCs assigned to the LA the MS is located).

2. BSC will deliver this paging request to all BSCs assigned to that GRA the MS is located via Iur-g. 

3. All BSCs will send out the paging.

4. If the MS receives the paging, it has to initiate a cell update procedure.

The cell update message can be transferred back to the serving BSC. But before the Relocation procedure can be triggered, the NAS paging response has to be delivered from serving BSC to MSC1 inside the RANAP Initial UE Message. Otherwise the Iu-cs connection will not be established and therefore only the Iu-ps connection will be relocated towards the Controlling BSC / SGSN2 (the term "Drift BSC" is avoided here, because it might imply that a user plane on Iur-g is available, which is not the case).

The call setup will not be sucessful, as the transfer of the NAS-Paging Response requires an user plane on Iur-g (also other NAS signaling, e.g. MSC1 initiates the authentication and key agreement procedure, and the Security Mode Command have to be considered).

2.3 Possible solution

In this section a way forward is described to avoid the problem outlined in section 2.2.

If the definition of GRAs is restricted in that way, that a GRA must not exceed LA boundaries, the MS has to initiate the GRA_UPDATE procedure, when it passes the GRA boundary (see Figure 2).


[image: image2.wmf]Serving

BSC

Controling

BSC

(

2

) [RNSAP] GRA_UPDATE

MSC 1

(

1

) [RRC] GRA_UPDATE

SGSN 1

GRA 1

MSC 2

established Iu-ps connection

LA boundary

LA 1

LA 2

GRA 2

SGSN 2


Figure 2: GRA_UPDATE is triggered when MS crosses GRA (and LA) boundary

If this GRA_UPDATE is received in the serving BSC via Iur-g and the GRA, in which the MS is currently located, is not assigned to LA1, the serving BSC has to trigger the Relocation procedure. After the relocation is executed, there will be no Iur-g path within the connection between the MS and the new serving BSC (i.e. the controlling BSC in the figure) and the paging response can be delivered directly to the MSC via Iu-cs. No problems to complete the call setup are identified.

3 Reduction of mobility management procedures

As already mentioned, the reduction of location management procedures will only apply to UEs/MSs in RRC_URA_PCH / RRC_GRA_PCH state. This implies that the UE/MS is using e.g. a background service via Iu-ps and the activated PDP context will possibly be maintained for a long time. During the time the UE/MS remains in this RRC state, every change of GRA/URA will trigger a Relocation procedure.

To be able to reduce the amount of mobility management procedures with the proposal of section 2.3, the MS has to perform the transition from PMM_CONNECTED state to PMM_IDLE state (within SGSN and UE/MS). This will change the applicable area concept from GRA concept to RA concept, because the MS performs a transition from RRC_CONNECTED to RRC_IDLE state. 

This transition can be initiated by the serving RNC/BSC by sending the RANAP Iu Release Request message with the cause “user inactivity” to the SGSN [3]. The SGSN then may execute the RANAP Iu Release procedure, which releases all UE/MS specific contexts inside the RAN, which means the MS has to change to RRC_IDLE state. Note that the activated PDP contexts are not released within SGSN and MS during the Iu release procedure [4]. 

4 Conclusion

Considering the tight time schedule for GERAN R5 and that no alternative solution was identified so far, which solves the issues of section 2.2 (and which might have major impacts on the Iur-g), it is proposed that GERAN WG2 agrees

· that a GRA must not exceed LA bounderies and

· that a GRA_UPDATE received via Iur-g triggers a Relocation procedure, if the current GRA is assigned to a different LA

to avoid the existing paging problem. This also solves the identified security issues (i.e. no security context is available in Controlling BSC) because the GRA_UPDATE_COMPLETE message can be sent after the Relocation procedure is completed.

To achieve a reduction of mobility management procedures, existing mechanisms can be used as decribed in section 3.
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