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[bookmark: _GoBack]Introduction
At GERAN#62 a new feasibility study named Cellular System Support for Ultra Low Complexity and Low Throughput Internet of Things (WI code: FS_IoT_LC)  was approved, see [1].
One objective of the study is to “Scale to support a massive number of MTC Mobile Stations”. This includes providing sufficient capacity on the traffic channels. 
In this contribution the system capacity and latency of EC-GSM is evaluated on system level for the MAR Periodic traffic model and Network Command traffic model.
This document is an update of [4]. The updates include:
· Non-ideal cell selection and coverage class estimation
· DL application acknowledgment latency evaluation
· All four combinations of building penetration loss scenario and inter-site correlation coefficient evaluated
· Random access delay CDFs from initiated access until contention has been resolved from the perspective of the device, for one phase access.
· System capacity according to definition in [2] is provided.
EC-GSM basics
Coverage classes
There are in total six coverage classes defined. These are also used by the system level simulations. The determination of coverage class is based on the received signal strength. Estimation errors of the received signal strength are modeled, see further section 4.1.3.
Fixed allocation
The EC-GSM concept makes use of fixed allocation in the uplink. In short, this implies that the device requests a limited number of resources in the random access attempt, and the network schedules resources by the use of EC-AGCH and/or EC-PACCH. 
The fixed allocation in the performed system simulations is done in accordance with the EC-GSM logical channels for EC-PACCH and EC -PDTCH. This implies: 
· Users that are in normal coverage will only be allocated one TS per TTI. 
· Users in extended coverage performing two blind repetitions will be allocated two TS per TTI. 
· Users in extended coverage performing four or more blind repetitions will be allocated four TS per TTI.
Traffic generation
Traffic is generated according to the MAR periodic reporting and Network Command traffic models [2]. The split between these is 80 % MAR periodic and 20 % Network command.
MAR periodic reporting
MAR periodic reports are sent in UL. The inter-arrival times and message size distribution described in [2] has been used in the simulations. 50 % of the MAR periodic reports result in a DL Application ACK with application payload size of 0 bytes sent immediately after the base station successfully receives the UL packet (i.e., no delay assumed in CN, application, etc).
Network Command
The Network Commands are sent in DL. They have the same inter-arrival times as the MAR periodic reporting [2] and an application payload size of 20 bytes. 50 % of the Network Commands result in an UL Application Response. The application payload size distribution for the response is the same as for the MAR periodic reporting.
Simulations
Simulation assumptions
The system level simulation assumptions in [2] have been followed. Other specific assumptions are shown in Table 1.
System parameters
[bookmark: _Ref416799473]Table 1. Simulation assumptions, in addition to [2]
	Parameter
	Value

	General
	

	Simulation time
	100 s

	System size
	192 cells

	Direction
	UL and DL

	Frequency band
	900 MHz

	Layer
	BCCH

	Frequency re-use
	12

	BTS antenna diversity
	MRC

	BTS output power
	43 dBm

	CIoT parameters
	

	EC-PDTCH timeslots per cell
	4 shared with legacy PDTCH(note 1)

	CIoT arrival rate per cell and second
	1, 5,  6.8(note 2), 9

	Fixed UL allocation
	On

	MCSs
	MCS-4, MCS-1

	Minimum delay between subsequent transmissions on EC-PDTCH and EC-PACCH (scaled per CC)
	1 radio block

	Chase combining
	On

	Incremental Redundancy
	Off

	Power control
	Off

	IP header compression
	Off/On

	Device output power
	23, or 33 dBm (100%)

	BPL model(note 3)
	100 % CIoT devices subject to BPL

	BPL scenario and inter-site correlation
	Scenario 1, correlation 0.50
Scenario 1, correlation 0.75
Scenario 2, correlation 0.50
Scenario 2, correlation 0.75

	Device timeout
	40 seconds

	CS parameters
	

	CS timeslots per cell
	4 dedicated(note1, note4)

	CS load
	4 E per cell

	CS output power
	43 dBm in DL, max 33 dBm in UL

	CS power control
	Off in DL, on in UL

	DTX
	Off in DL, on in UL

	BPL model
	CS devices are not subject to BPL

	NOTE 1: The allocation of the CS and IoT timeslots in the TDMA frame are randomly offset per cell to model an unsynchronized network.
NOTE 2: Derived from traffic models in [2]. 6.8 reports/commands per cell and second corresponds to the targeted number of devices per sector in the study.
NOTE 3: According to model in [2].
NOTE 4: CS are put on timeslots 0 – 1 to model BCCH and RACH.


Coverage classes
Table 2 gives the details of the coverage classes.
[bookmark: _Ref420282520]Table 2. MCS and number of repetitions per coverage class
	Coverage Class
	Number of blind transmissions for PDTCH and PACCH
	MCS for PDTCH

	CC1
	1
	MCS-4

	CC2
	1
	MCS-1

	CC3
	2
	MCS-1

	CC4
	4
	MCS-1

	CC5
	8
	MCS-1

	CC6
	16
	MCS-1



[bookmark: _Ref426471464]Cell selection and coverage class estimation
Based on the findings in [7] the error in the signal strength estimation can be modeled by a normal distribution with standard deviation of 4 dB. This is modeled by applying an independent estimation error, according to N(0,4 dB), to each base station. This implies that some users will not select the optimum serving cell, and also not the most appropriate coverage class (the one that minimizes resource utilization). That is, some cells will appear stronger or weaker than they actually are. The device always selects what is believed to be the strongest cell. Effectively this increases the interference levels[footnoteRef:1] in the network, as well as the resource utilization. [1:  This applies only to the UL since a BCCH carrier is modelled in these simulations.] 

Control signaling
[bookmark: _Ref426471784]Packet uplink ACK/NACK (PUAN) is sent on EC-PACCH/D to (negatively) acknowledge data sent in the UL and assign fixed allocations to the MS. In the simulations its performance is pessimistically modeled with MCS-1[footnoteRef:2] using the same number of blind transmissions as EC-PDTCH/D (but without HARQ retransmissions). If a PUAN with a fixed UL allocation assignment is unsuccessfully received the corresponding fixed UL allocation will be silent, i.e. the allocated MS will not transmit anything, but the radio block resources are consumed. [2:  L2S for EC-PACCH has not been implemented. ] 

Packet downlink ACK/NACK (PDAN) is sent on EC-PACCH/U to (negatively) acknowledge data sent in the DL. In the simulations its performance is pessimistically modeled with MCS-12 using the same number of blind transmissions as EC-PDTCH/U (but without HARQ retransmissions).
Circuit switched users
The CS users are used as interferers on the remaining 4 TS on the used UL and DL carrier. In UL, power control and DTX are used, according to common assumptions, see [3]. The maximum UL output power for CS users is 33 dBm in all scenarios. For DL, power control is not used since the BCCH layer is modelled.
No BPL is applied to the CS users.
Simulated scenarios
Table 3 summarizes the simulated scenarios and clarifies the legends in the figures presented in section 4.2.
[bookmark: _Ref420081232]Table 3: Simulated scenarios
	Legend text
	CIoT
output 
power
[dBm]
	IP Header Compr.
	BPL scenario
	BPL inter-site correlation coefficient

	33 dBm BPL scenario 1/0.5
	33
	Off
	1
	0.5

	33 dBm BPL scenario 1/0.75
	33
	Off
	1
	0.75

	33 dBm BPL scenario 2/0.5
	33
	Off
	2
	0.5

	33 dBm BPL scenario 2/0.75
	33
	Off
	2
	0.75

	33 dBm BPL scenario 1/0.5 IPc
	33
	On
	1
	0.5

	33 dBm BPL scenario 1/0.75 IPc
	33
	On
	1
	0.75

	33 dBm BPL scenario 2/0.5 IPc
	33
	On
	2
	0.5

	33 dBm BPL scenario 2/0.75 IPc
	33
	On
	2
	0.75

	23 dBm BPL scenario 1/0.5
	23
	Off
	1
	0.5

	23 dBm BPL scenario 1/0.75
	23
	Off
	1
	0.75

	23 dBm BPL scenario 2/0.5
	23
	Off
	2
	0.5

	23 dBm BPL scenario 2/0.75
	23
	Off
	2
	0.75

	23 dBm BPL scenario 1/0.5 IPc
	23
	On
	1
	0.5

	23 dBm BPL scenario 1/0.75 IPc
	23
	On
	1
	0.75

	23 dBm BPL scenario 2/0.5 IPc
	23
	On
	2
	0.5

	23 dBm BPL scenario 2/0.75 IPc
	23
	On
	2
	0.75



Failed attempts
A timeout function is implemented in the simulator that cancels a transfer if it last for more than 40 seconds. In this case, the attempt to transfer the report is considered to have failed.
[bookmark: _Ref420282396]Results
The results presented are:
· Latency of MAR periodic reports
· The latency includes time to synchronize to the network, time for random access and time to transfer the message. 
· Network synchronization and random access are evaluated in separate simulations [5][6]. Delays from these are added in post-processing based on latency CDFs per coverage class for network synchronization time and random access time, respectively. For the random access delay, use of access burst has been assumed.
· The results are presented as CDFs of the delay at the target traffic load (6.8 users per cell and second), see Figure 1 and Figure 2.
· Failed attempts are not included in the statistics (following the agreed methodology).
· Latency of DL application Ack
· Latency is measured from the time an application layer DL ACK is received at the base station till the time when the device has successfully received the application layer DL ACK
· The results are presented as CDFs of the delay at the target traffic load (6.8 users per cell and second), see Figure 3 and Figure 4.
· Random access delay
· According to the definition of random access delay in [2], it is measured until the point in time where contention is resolved from the perspective of the device. In case an access burst is used on EC-RACH (i.e., one phase access), contention is resolved when the first PUAN containing a valid TLLI is received by the MS, which for EC-GSM will typically happen after the first fixed allocation has ended. In other words, the random access delay, as defined in [2], includes both time for the actual random access procedure and part of the data transfer.
· Random access performance is evaluated in separate simulations [5]. Random access delays from these are added in post-processing based on latency CDFs per coverage class. 
· CDFs of the random access delay in case of one-phase access are presented in Figure 5 and Figure 6.
· Resource utilization
· This represents the average amount of EC-PDTCH UL and DL resources required per cell in the system, plotted against the traffic load, see Figure 7, Figure 8, Figure 9 and Figure 10.
· Failed attempts
· This represents the percentage of the attempts that were not successful, i.e. did not manage to get the report through during 40 seconds.
· Uplink capacity
· Uplink capacity is defined as “spectral efficiency in number of reports/200 kHz/hour”. Results are shown in Figure 13 and Figure 14. 
Latency of MAR periodic reports
In Figure 1 and Figure 2, the CDF over the delay for the traffic load 6.8 users per cell and second are shown. 

[image: ]
[bookmark: _Ref426470174][bookmark: _Ref423440555]Figure 1: CDF of latency for MAR periodic reports with 6.8 users per cell-second, 33 dBm CIoT MS output power.

[image: ]
[bookmark: _Ref426472343]Figure 2: CDF of latency for MAR periodic reports with 6.8 users per cell-second, 23 dBm CIoT MS output power.
[bookmark: _Ref423458957]Latency of DL Application Ack
In Figure 3 and Figure 4, latency CDFs for DL Application ACK are shown.
[image: ]
[bookmark: _Ref426470449]Figure 3: CDF of latency for DL Application Ack with 6.8 users per cell-second, 33 dBm CIoT MS output power.
[image: ]
[bookmark: _Ref426472531]Figure 4: CDF of latency for DL Application Ack with 6.8 users per cell-second, 23 dBm CIoT MS output power.

Random access delay
Figure 5 and Figure 6 show the random access delay in case of one-phase access.

[image: ]
[bookmark: _Ref426494779]Figure 5: CDF of random access delay with 6.8 users per cell-second, 33 dBm CIoT MS output power.

[image: ]
[bookmark: _Ref426494781]Figure 6: CDF of random access delay with 6.8 users per cell-second, 23 dBm CIoT MS output power.

Resource utilization
Figure 7, Figure 8, Figure 9 and Figure 10 show the resource utilization for the CIoT users against the CIoT traffic load. 
[bookmark: _Ref417484789][image: ]
[bookmark: _Ref426470241]Figure 7: Timeslot utilization in UL per cell, 33 dBm CIoT MS output power.
[bookmark: _Ref426472378]
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Figure 8: Timeslot utilization in UL per cell, 23 dBm CIoT MS output power.
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[bookmark: _Ref426470244]Figure 9: Timeslot utilization in DL per cell, 33 dBm CIoT MS output power.
[bookmark: _Ref426472384][image: ]
Figure 10: Timeslot utilization in DL per cell, 23 dBm CIoT MS output power.

[bookmark: _Ref423459365]Failed attempts
At the traffic load 6.8 users per cell and second, the percentage of failed attempts (i.e., the report did not get delivered within 40 seconds) is found to be less than 1.5 % in all simulated scenarios.
Uplink capacity
In the TR [2] capacity is defined as “spectral efficiency in number of reports/200 kHz/hour. This definition is made with a standalone CIoT system in mind. Since EC-GSM is embedded in a legacy GSM network, in which only a fraction of the traffic is CIoT traffic, it does not make much sense to measure the system capacity using that definition. Measuring only the delivered CIoT traffic in relation to the total amount of radio resources used by the system is misleading since most of the radio resources are used by other services. Nevertheless, the defined system capacity is shown in Figure 13 and Figure 14 for completeness.

[bookmark: _Ref426473027][image: ]
Figure 13: Uplink capacity, 33 dBm MS output power.

[bookmark: _Ref426473029][image: ]
Figure 14: Uplink capacity, 23 dBm MS output power.

Summary
The simulation results are summarized in Table 4.
[bookmark: _Ref420286863]Table 4: Summary of results 
	CIoT
output 
power
[dBm]
	IP Header Compr.
	BPL scenario/
inter-site correlation coefficient
	95th 
percentile 
latency
MAR Periodic
[s]
	95th 
percentile 
latency
DL App Ack
[s]
	95th 
percentile 
random access delay
[s]
	Average
Resource
Utilization
UL [TS]
	Average
Resource
Utilization
DL [TS]

	33
	Off
	1/0.5
	1.1
	0.37
	0.31
	0.7
	0.5

	33
	Off
	1/0.75
	1.2
	0.32
	0.38
	0.8
	0.5

	33
	Off
	2/0.5
	1.3
	0.38
	0.47
	0.8
	0.5

	33
	Off
	2/0.75
	1.5
	0.37
	0.62
	0.9
	0.5

	33
	On
	1/0.5
	1.0
	0.39
	0.28
	0.5
	0.3

	33
	On
	1/0.75
	1.1
	0.29
	0.34
	0.5
	0.3

	33
	On
	2/0.5
	1.1
	0.35
	0.38
	0.6
	0.4

	33
	On
	2/0.75
	1.3
	0.29
	0.48
	0.6
	0.4

	23
	Off
	1/0.5
	1.3
	0.36
	0.52
	0.9
	0.5

	23
	Off
	1/0.75
	1.7
	0.34
	0.84
	1.1
	0.5

	23
	Off
	2/0.5
	2.0
	0.44
	1.1
	1.2
	0.5

	23
	Off
	2/0.75
	4.3
	0.70
	2.5
	1.7
	0.6

	23
	On
	1/0.5
	1.1
	0.36
	0.38
	0.6
	0.4

	23
	On
	1/0.75
	1.3
	0.25
	0.54
	0.8
	0.4

	23
	On
	2/0.5
	1.5
	0.29
	0.70
	0.9
	0.4

	23
	On
	2/0.75
	2.8
	0.19
	1.4
	1.2
	0.4



Conclusions
In this contribution the system performance of EC-GSM data traffic channels has been investigated in a mixed traffic scenario (CIoT and legacy CS). Performance at the target CIoT traffic load of 6.8 users per cell and second is summarized in Table 4 above.
E.g., with an MS output power of CIoT devices of 33 dBm in BPL scenario 2 with correlation 0.75, without IP header compression, and with interfering CS users with a traffic load of 4 Erlang per cell:
· The 95th percentile latency of MAR periodic reports is 1.5 seconds
· The 95th percentile latency of DL Application Ack is 0.37 seconds 
· Only 0.9 EC-PDTCH UL and 0.5 EC-PDTCH DL timeslots per cell are needed on average to support the CIoT traffic
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