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[bookmark: _Ref409106980]Introduction
At GERAN#62 a new feasibility study named Cellular System Support for Ultra Low Complexity and Low Throughput Internet of Things (WI code: FS_IoT_LC)  was approved, see  [1].
The study is open to both a non-legacy based design, and/or a backward compatible evolution of GSM/EDGE.
In this contribution a cell search mechanism proposed for the non-legacy based design, Narrowband M2M (see [2] and [3]), is investigated. With minor modifications, the synchronization time and device complexity are reduced. In addition, it enables the support for an increased number of cells. 
Background
Essential functions of a cell search procedure are to detect a suitable cell to camp on, and for that cell, obtain the symbol, and frame timing and synchronize to the carrier frequency. When synchronizing to the carrier frequency, the mobile station needs to correct any erroneous frequency offsets that are present, and perform symbol timing alignment with the frame structure from the base station. In addition, in the presence of multiple cells, the mobile station also needs to distinguish the particular cell on the basis of a cell ID, and obtain the corresponding frame number to perform frame synchronization. Thus, a typical cell search procedure consists of determining the timing alignment, correcting the frequency offset, and obtaining both the correct cell ID as well as the frame ID.
Design of different sequences required for cell synchronization was proposed in [2] and [3]. In this contribution, we propose a new design for the cell synchronization procedure and show through evaluations that our design provides improvements over the earlier design in [2] and [3]. In our design, cell synchronization is achieved using three sequences as shown in Figure 1 with the design from [2] inserted as reference.
[image: ]
[bookmark: _Ref413061587][bookmark: _Ref413061580]Figure 1 : Earlier proposed frame structure (top), and new frame structure (bottom) for PBSCH.
Depicted in Figure 1 are the
(a) Synchronization Sequence (SS): Instead of using separate sequences for determining frame timing as well as frequency offset, we consider using a single sequence of 410 symbols for both the frame timing estimation and frequency offset correction.
(b) Cell ID Sequence (CIS): A separate sequence of 101 symbols is used to determine the cell ID, after the frame timing and frequency offset is established.
(c) Frame Index Indication Sequence (FIIS): In a final step the 127 symbol FIIS allows us to determine the frame number.
When an MTC device wakes up from deep sleep, the inaccuracies in the device clocks can give rise to an initial frequency offset of +/- 18 kHz (corresponding to 20 ppm for a carrier frequency of 900 MHz). However, since the signal bandwidth is only 12 kHz, the frequency offset correction algorithm can only correct frequency offsets up to +/- 6 kHz. In order to resolve this problem, we propose a simple technique that takes into account the correlation between the oversampled received signal and the known oversampled transmitted signal to correct such ambiguities. The details are provided in Section 9.2.
Structure of SS, CIS and FIIS

Similar to the proposal in [2] and [3], the PBSCH is dedicated to carrying the synchronization signals (SS, CIS and FIIS), along with the broadcast system information. PBSCH operates with a reuse factor of 1, leading to the same interference scenarios as in [2] and [3].
Synchronization Sequence Design

A single SS is specified to reduce synchronization complexity. It is a length-410 differentially encoded Zadoff Chu sequence, and is defined as




    
A longer length is used for SS compared to the PSS in [2]. This reduces the number of frames that need to be accumulated for sufficient estimation accuracy in low SNR, enabling a shorter synchronization time. The maximum length of the SS is restricted by the principle that the design should leave room for broadcast information as identified in [2]. 
Cell ID Sequence Design


The cell ID sequence for the  cell is a length-101 Zadoff Chu sequence, given as



    and 

With  different sequences are generated in total corresponding to 100 different cell IDs. This enables support for up to 100 cells. A rough estimation of the overall re-use of GSM today is 96, without reusing the TSC on the BCCH when assuming a 4/12 BCCH frequency reuse, and eight different BSIC. This is a clear increase compared to the design in [2].
Using Zadoff Chu sequences as both SS and CIS has advantages because it is easy to design two Zadoff Chu sequences with prime number lengths, such that the total length is comparable to the combined length of the PSS and SSS in [2]. 
Frame Index Indication Sequence Design




The frame index indication signal for the  frame in the  cell is a length-127 scrambled Zadoff Chu sequence, where the Gold scrambling sequence is specific for a particular cell and reuses the design from [2]. We have



, where indicates the frame number, is generated as


   



 is obtained by modulating  with BPSK, and the sequence  is obtained as






with ,,    and  is initialized as


,    
Sampling Time Drift
When the mobile wakes up from deep sleep, for example from being in a power saving state, the frequency offset is to a large extent due to mobile station clock inaccuracy, often assumed to be up to 20 ppm. The clock inaccuracy results in a drift in the timing of the sampling of the received signal. For short signal reception time periods this timing drift could be considered negligible and would appear mainly as a frequency offset. But when processing received signals over longer time periods, where the timing may drift more than a fraction of a symbol period, the sampling time drift will also have a direct effect on the reception performance. 
A situation when this effect may be present is when combining several frames to accumulate energy for synchronization in a bad coverage. The performance of the multi-frame accumulation for time and frequency offset estimation may then be affected by the timing drift. As an example, an inaccuracy of 20 ppm in the device clock would lead to a drift of 1 sample after every 50000 samples. An oversampling factor of 16 and a frame length of 960 symbols correspond to 15360 samples per frame. As a result of the drift, the sampling time instant would shift by 1 sample roughly after every 3 frames. On performing accumulation over multiple frames, this can have a serious effect on performance when a timing error within 1/8th of a symbol is desired. In this contribution, the effect of the sampling timing drift is taken into account for evaluating both the proposed cell synchronization procedure and the solution in [2].
Simulations
Simulation assumptions
The simulation assumptions are taken from [2]. The results obtained with our design are compared with those in [2]. 
We intend to evaluate the performance of synchronization in a worst-case setting and the scenario presented in [2] which assumes that equally strong signals from 3 BSs are simultaneously present does not capture this situation. The reason is because in the presence of three cells, the mobile station has an improved chance of getting a good signal from one of the three transmitting cells as opposed to only one cell, resulting in a faster synchronization. Therefore, we consider a single cell setting where the signal from only a single BS is present. The simulation parameters are tabulated in Table 1. 
[bookmark: _Ref412221147]Table 1. Simulation Parameters
	Parameter
	Value

	Carrier Frequency
	900 MHz

	Channel Model
	TU 1 Hz [4]

	Symbol Rate
	12 k symbols/s

	SNR
	-3.6 dB, 6.4 dB and 16.4 dB1

	Timing offset
	Randomly generated as one of the values {0,1,2,….,959} symbols

	Oversampling  factor
	16

	Antenna Configuration
	1 Tx, 1 Rx [4]

	Frequency Offset
	Randomly generated as one of the values      {-18 kHz, 18 kHz} 

	Pulse Shaping
	Root raised cosine with roll off 0.22

	NOTE1: -3.6 dB corresponds to an MCL of 164 dB.



It should be pointed out that using a sampling rate corresponding to the signal bandwidth of 12 kHz results in an aliasing of frequency offsets beyond +/- 6 kHz. As a result, the MS cannot correctly estimate frequencies that are beyond +/- 6 kHz. To alleviate this problem, the oversampled received signal is used to detect whether aliasing has occurred, to extend the frequency error estimation range up to +/‑ 18 kHz.
Also, in [2], descrambling is not considered when implementing the frequency offset estimation algorithm. In our simulations, we do consider descrambling the received sequence first and then apply the estimation algorithm.
Simulation results for a single cell setting
The results are generated by averaging over 1000 different iterations. A false alarm probability of 1 % is assumed. The performance of detection is dependent on the number of frames accumulated. Therefore, the false alarm thresholds are different for different number of accumulated frames, which are obtained using noise as the input signal. The thresholds are finally set in a manner such that the number of frames required to obtain 99 % detection results in a false alarm of 1 %. For a Doppler spread of 1 Hz, the number of frames required to obtain 99 % detection rate for both solutions at different MCLs are tabulated in Table 2. For example, at an MCL of 164 dB corresponding to -3.6 dB SNR, 12 frames are required for our solution to obtain 99 % detection compared to 15 frames for the solution in [2]. 
[bookmark: _Ref413058550]Table 2 : Comparison of the number of frames required to obtain 99 % detection for a false alarm probability of 1 % for both solutions.
	MCL
	Number of frames required for 99 % detection for the solution in [2]
	Number of frames required for 99 % detection for our solution

	164 dB
	15
	12

	154 dB
	2
	2

	144 dB
	1
	1



The comparison of cell synchronization performance between the proposal in [2] and our proposal is shown in a tabular format in Table 3 for 164 dB MCL, without considering the effects of sampling time drift. 
[bookmark: _Ref408394572][bookmark: _Ref408394506]In these comparisons, realizations for which there was no detection are excluded. The synchronization time is given in the number of frames, and “Network Sync Time” denotes the total number of frames required to obtain complete synchronization for a desired percentage of the mobile stations. In order to have complete synchronization, the mobile station needs to know the correct frame number and cell ID, along with a frequency offset estimation error of 45 Hz and frame timing within 1/8th of a symbol. This reflects the network synchronization time agreed in the study that “Network synchronization is defined as the equivalent of acquisition of FCCH+SCH for GSM.”, see [7].
[bookmark: _Ref408394835]Table 3: Comparison of network synchronization time for the solution in [2],[3] and our proposal at 164 dB MCL without sampling time drift. The maximum frame timing error is set to 1/8th of a symbol.
	Estimation Accuracy
	Solution from 
[2], [3] 
[# frames]
	Ericsson
[# frames]
	% Reduction

	95 %
	16
	13
	19 %

	96 %
	17
	15
	12 %

	97 %
	20
	16
	20 %

	98 %
	21
	18
	14 %

	99 %
	24
	22
	8 %



[bookmark: _GoBack]The cell synchronization performance is severely affected when sampling time drift is considered. Evaluations show that only 86 % of the mobile stations are able to obtain symbol timing within 1/8th of a symbol for both solutions at an MCL of 164 dB. Therefore, we relax the symbol timing error to be within 1/4th of a symbol and show the corresponding results in Table 4. The solution in [2] achieves a maximum of 98.5 % timing estimation accuracy when sampling time drift is taken into account, and therefore, the entries corresponding to the particular situation, i.e., the 99%, are omitted in Table 4. 
Sampling time drift does not pose the same problem in synchronization if we relax the frame timing error from within 1/8th to 1/4th of a symbol. However, also in this case the proposed solution in this document provides faster synchronization for the different cases considered, compared to the proposal in [2] and [3]. 
[bookmark: _Ref408394519][bookmark: _Ref408394512]Table 4: Comparison of network synchronization time for the solution in [2],[3] and our proposal at 164 dB MCL with sampling time drift. The maximum frame timing error is set to 1/4th of a symbol.
	Estimation Accuracy
	Solution from 
[2], [3] 
[# frames]
	Ericsson
[# frames]
	% Reduction

	95 %
	18
	12
	33 %

	96 %
	19
	13
	32 %

	97 %
	22
	15
	32 %

	98 %
	24
	17
	29 %

	99 %
	-
	21
	-



For MCLs of 154 dB and 144 dB, the effects of sampling time drift are negligible when symbol timing within 1/8th of a symbol is desired and both solutions give competitive performance. This is reflected in Table 5 and Table 6.
[bookmark: _Ref413060311]Table 5: Comparison of network synchronization time for the solution in [2],[3] and our proposal at 154 dB MCL with sampling time drift. The maximum frame timing error is set to 1/4th of a symbol.
	Estimation Accuracy
	Solution from 
[2], [3]
[# frames]
	Ericsson
[#frames]
	% Reduction

	95 %
	4
	4
	0 %

	96 %
	5
	4
	20 %

	97 %
	6
	4
	33 %

	98 %
	7
	6
	14 %

	99 %
	9
	8
	11 %



[bookmark: _Ref413060216]Table 6: Comparison of network synchronization time for the solution in [2],[3] and our proposal at 144 dB MCL with sampling time drift. The maximum frame timing error is set to 1/4th of a symbol.
	Estimation Accuracy
	Solution from 
[2], [3]
[#frames]
	Ericsson
[#frames]
	% Reduction

	95 %
	3
	3
	0 %

	96 %
	3
	3
	0 %

	97 %
	3
	3
	0 %

	98 %
	4
	3
	25 %

	99 %
	4
	4
	0 %



Simulation results for a Time Synchronized Network
At GERAN Ad Hoc #1 when previous results were presented on the alternative synchronization design in this paper, questions were raised on how the solution performs in case of having synchronized networks, since no cell specific scrambling is performed on the SS. This aspect is evaluated in this section. 
We show the cell synchronization performance for our solution in a time synchronized network in the presence of sampling time drift at 164 dB MCL in Table 7. In this setup, there are 2 additional cells that are transmitting at the same power, and have the exact same frame timing in all synchronization realizations. All the other simulation parameters are the same as in Table 1. 
It is shown that our solution provides good network synchronization performance when the frame timing error is within 1/4th of a symbol, and is able to attain 97.8 % timing estimation accuracy if a 1/8th symbol timing error is desired. Compared to the performance in a sensitivity limited network (see Table 3 and Table 4), the network synchronization time is vastly reduced.
[bookmark: _Ref412221165]Table 7: Comparison of network synchronization time for our proposal at 164 dB MCL with sampling time drift in a time synchronized network
	Estimation Accuracy
	1/8th symbol timing error
[# frames]
	1/4th symbol timing error
[# frames]

	95 %
	4
	3

	96 %
	5
	4

	97 %
	7
	4

	98 %
	-
	5

	99 %
	-
	8


[bookmark: _Ref409107188]Benefits
From evaluations, we observe that the proposed design has additional advantages when compared with the design in [2] and [3] .
Faster Synchronization
Numerical evaluations show faster synchronization with our design, which is primarily because of using a longer sequence for both timing alignment as well as frequency offset correction. A longer sequence results in a less number of frames to be accumulated to give a desired accuracy, thereby shortening the synchronization procedure. 
Complexity Reduction
In the design in [2], there are 3 PSS and 12 SSS to be compared. Since no timing information is available in the first timing estimation step, a correlation window spanning a full frame needs to be used, which results in rather high complexity for the timing estimation. In the solution in [2], the correlation needs to be performed separately for three different PSS. In addition, considering an oversampling factor of OS, which in [2] was assumed to be 16, a total of 3 x 960 x OS complex coefficients need to be stored (since every frame is composed of 960 symbols), for every possible combination of PSS index and time offset. In our design, we use a single sequence, resulting in a reduction in a factor of 3 in terms of complexity, and also in terms of storage, since a storage of only 960 x OS complex coefficients (for each possible time offset) is needed. 
Similarly, in the second step, for the design in [2], a total of 12 x 257 complex coefficients need to be calculated, corresponding to every possible combination of SSS index and frequency offset index. However, in our design, only 409 complex coefficients are required (for every frequency offset index), leading to savings in storage as well as computations. In addition, our design also yields better frequency offset estimation accuracy due to the use of a longer sequence. 
However, our design requires storage for the symbols corresponding to frame number. This is necessary because detecting the frame number requires knowledge of the cell ID and the cell specific scrambling sequence to be used for descrambling before the frame number detection algorithm is used. This is not a problem because storing 127 symbols even over a maximum of 10 frames (our evaluations show that upto 8 frames are needed for the cell ID and frame number estimation step at an MCL of 164 dB corresponding to 99 % estimation accuracy) results in storing 1270 complex coefficients, which can be afforded by reusing the memory from the frame timing estimation process.
Support for more cells
A disadvantage of the design in [2] is that only 36 unique cell IDs are supported, meaning a support for more cells would results in a reuse of the existing cell IDs. In order to support more cells with unique cell IDs, either the number of PSS or SSS needs to be increased, which can be done at the expense of complexity increase. Our design can support a maximum of 100 cells with unique cell IDs, since we are using a length-101 Zadoff Chu sequence for the CIS. This is in line with conventional GSM, where 96 cells are easily supported. Since clean slate is being proposed to be deployed in the GSM band, our design offers the capability to support 96 cells or more. 
Conclusions
The paper proposed an alternative sequence design for cell synchronization procedure in NB M2M systems. The performance of the proposed design is evaluated and compared with the one in [2] for Doppler spread of 1 Hz with and without the effects of sampling time drift. 
Both solutions suffer from a degraded performance when a fine symbol timing accuracy within 1/8th of a symbol is desired at low SNR values (MCL of 164 dB). If the symbol timing error is relaxed to 1/4th of a symbol, both the solutions are robust to the effects of sampling time drift. At higher SNRs corresponding to MCLs of 154 dB and 144 dB, sampling time drift does not affect the synchronization performance. In addition, compared to the design in [2], our solution has faster synchronization time leading to improved battery life, lower complexity, lower memory requirements and support for up to 100 unique cell IDs (as in conventional GSM).
Considering that only 1/4th symbol accuracy is achieved after fine time and frequency synchronization at low MCL, further measures are needed to ensure sufficient performance of data and control channels in the network, e.g. providing time synchronization in the reception of pilot symbols. Results in [5] have indicated that already at 1/8th symbol offset, a degradation of 0.5 dB is visible for low MCSs. The degradation is expected to be higher both at higher symbol offsets, but also for higher MCSs, as for example indicated in [6].
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Appendix
For the frame timing, cell ID and frame number estimation, the algorithms proposed in [2] are used. For the frequency offset correction, we take a different approach, which is briefly described next.
[bookmark: _Ref408926278]Frequency Offset Correction Algorithm




After the frame timing is detected, the frequency offset needs to be corrected, that gives rise to a linearly increasing rotation in the received symbols. In order to correct the frequency offset, we make use of the fact that the auto-correlation of the Fourier transform of a signal with constant amplitude is a Kronecker delta function. A differentially encoded Zadoff Chu sequence satisfies this property since every symbol has a constant amplitude of 1. To prove this fact mathematically, assume a sequence with constant amplitude such that  for all . The autocorrelation of the Fourier transform is given by






In order to determine the frequency offset, we find the cross correlation between the discrete time Fourier transform of the transmitted signal and the received signal. Denoting the discrete time Fourier transform of the transmitted signal as and that of the received signal  as , the cross correlation can be represented as



where we have assumed that the channel remains fairly constant over the entire duration of the sequence, and  contains the terms corresponding to noise.


We then find that maximizes , i.e.,



The estimated frequency offset is now given by


The frequency domain correlation can be efficiently realized by a time domain multiplication and a Fourier transform of the result, as shown in Figure 2.
[image: ]
[bookmark: _Ref409445792]Figure 2: Receiver algorithm for frequency offset estimation
The received signal corresponding to the synchronization sequence (SS) is first multiplied element wise with the complex conjugate of the transmitted SS to obtain New Sequence A. This is possible because after the frame timing has been estimated, the exact location of the SS can be found in the received signal. The magnitude of the Fourier transform (FFT) of New Sequence A gives New Sequence B, and the output corresponds to the index of the maximum value of New Sequence B.
[bookmark: _Ref409107204]Correcting frequency offsets beyond the signal bandwidth




The oversampled received signal in the absence of noise and fading is obtained after up-sampling the SS and convolving with a raised cosine filter. Denoting it as , where  denotes the convolution operation,  the time domain impulse response of the raised cosine filter is given by convolving the impulse response of the root raised cosine filter in Table 1 with itself and




Denoting the frequency offset estimated by the algorithm of Section 9.1 as , we form a set of possible aliased frequency offsets corresponding to as follows:




kHz, which can be viewed as a range extension from kHz to kHz. The oversampled received signal, after frame timing alignment is correlated with the oversampled transmitted SSS corrupted with frequency offsets taken from to determine the correct frequency offset. The output of the correlator is given as



and the true frequency offset is computed as 
1(13)
[bookmark: _Toc458939174]7(13)
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