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Simulation assumptions for CIoT – Throughput target for traffic channels
Introduction
At GERAN#62 a new feasibility study named Cellular System Support for Ultra Low Complexity and Low Throughput Internet of Things (WI code: FS_IoT_LC)  was approved, see [1].
An objective of the study is to provide an extended coverage of 20 dB compared to legacy GPRS. One open question that has been discussed in previous GERAN meetings is how to measure the coverage extension of the traffic channels in Cellular IoT compared to legacy GPRS, given that the two systems provide different services and therefore are not directly comparable without some further definition of what is meant by coverage.
This contribution aims at clarifying this aspect.
Coverage extension objective
[bookmark: _Ref412116946]Work item description
The objective of coverage extension is formulated as follows (see [1]):
“Provide a data rate of at least 160 bps (on both the uplink and downlink) at the (equivalent of) the SAP to the SNDCP layer with the aim of achieving an extended coverage of 20 dB compared to legacy GPRS (Non EGPRS).”
While this objective puts an explicit requirement only on data rate (i.e., on user data traffic channels), it is of course necessary that all channels in the system (including synchronization, broadcast, common control and dedicated control channels) are operable at the same extended coverage.
In [1] it is also clarified that protocol overhead in the access stratum need to be added to the 160 bps figure.
Coverage of legacy GPRS
In Annex B of [2] the coverage analysis of legacy GPRS is summarized. It is concluded that the weakest channel is the PDTCH/U that can operate at a MCL of 144 dB given the assumptions in [2].
The coverage is in this case based on reference performance for CS-1 from [3], which is measured at a BLER of 10%. This correspond to a throughput of approximately 7.2 kbps per timeslot at the RLC layer.
MCL of Cellular IoT
From the legacy GPRS MCL of 144 dB and the objective of 20 dB coverage improvement, a MCL target of 164 dB is derived for Cellular IoT.
Performance requirement at MCL per channel type
As discussed above, all channels need to be operable at the targeted MCL. However, the performance requirement at that MCL will be different depending on the type of channel. Performance can be specified e.g as a requirement on latency, throughput or block error rate (BLER). In the following, this is elaborated for the different types of channels.
Channels relating to network synchronization
For channels relating to network synchronization (the equivalents of FCCH and SCH for GSM) it does not make sense to define a throughput target or a BLER target since these channels are used to tune to the frequency and time structure of the radio interface, in addition to information transfer. It is further difficult to set common requirements on the required accuracy of the frequency and timing estimation since they are specific to each candidate CIoT proposal. Instead, it is the latency until sufficient frequency and timing estimation accuracy is acquired that is of importance.
In the end, it is rather the total latency from when a device wakes up to transmit a message until the message is received in the target node in the network (and the opposite for mobile terminated messages) that is important to the end user. Therefore, requirements should be put on the end-to-end latency rather than on the latency of synchronization. It has been agreed (see [2]) to present statistics of the synchronization time, frequency accuracy, time accuracy, detection rate and false detection rate at the MCL.
Broadcast control, common control and dedicated control channels
Control channels sometimes carry time-critical information in unacknowledged transfers. If messages are not correctly received they will e.g. be retransmitted after a timeout of a timer, or repeated with a fixed interval (in case of broadcast channels) and therefore cause added latency and possibly also inefficient radio resource utilization. Therefore, it is reasonable to put a requirement on the probability of reception of the first transmission attempt, i.e., a BLER requirement, and this approach has been agreed (see [2]). Specifically, the performance of control channels is measured at a BLER of 10%.
Random access channel
The random access channel carries a small amount of information and therefore a BLER target could be considered. However, the random access solutions could look very different for different candidate proposals and it is difficult to define and compare BLER for different solutions. Also, the BLER is very dependent on the load in the system. Therefore, it has been agreed (see [2]) to present statistics of the random access latency and false detection rate. As for the synchronization channels, there is no explicit performance requirement since the random access latency is part of the end-to-end latency.
Traffic channels
This is the most complex type of data transfer in the system. Various means to extend coverage are used in the different candidate proposals, such as spreading, repetition, robust channel coding, robust modulations, acknowledged retransmission protocols (possibly including incremental redundancy or chase combining), etc. In order to leave as much freedom as possible in the traffic channel design, it is proposed to define the coverage of the traffic channels of a candidate proposal by a throughput target, i.e. the target of 160 bps above the (equivalent of) the SNDCP layer from the objectives specified in the WID (see section 2.1).
In [4] it is argued that the coverage improvement of traffic channels should be measured at a fixed BLER of 10% (for the most robust transmission mode/MCS). It is the sourcing company’s view that this approach should be avoided since a fixed BLER target is a design criterion that may lead to suboptimal designs from a resource utilization point of view.
For instance, incremental redundancy is an efficient means to improve performance for services with loose delay requirements. It is well known that to get substantial gains with incremental redundancy, the link should be operated at a higher initial BLER than 10%. This is easily realized by considering that at an initial BLER of 10% the residual BLER after one retransmission is 1% without IR, and thus the throughput gain of IR cannot be larger than 1% in this case. So effectively, a fixed BLER target of 10% will disqualify IR as a throughput enhancement.

[bookmark: _GoBack]In contrast to what is claimed in [4], the RLC/MAC layer of EGPRS does not need redesign to be operable at a BLER higher than 10%. In fact, it is designed to work in a wide range of BLER above and below 10%, to accommodate for different tradeoffs between throughput and latency. At very high BLER levels, the risk of stalling the RLC retransmission protocol increases. However, for EC-GSM in particular, there is little risk of protocol stalling since the RLC transmit window is designed to cover the maximum expected message size.
In [4] the fact that reference performance requirements for GPRS/EGPRS in [3] are specified at 10 % BLER is used to motivate the use of the same BLER target to measure the coverage extension in the CIoT study. However, the purpose of the requirements in [3] is conformance testing and should not be interpreted as guidelines for RLC/MAC operation in general. Besides this, it can be noted that some performance requirements in [3] for EGPRS MCS-7 to MCS-9 are specified at 30 % BLER and that incremental  redundancy performance requirements in [3] are specified at a point where the average BLER is around 66 % (and the initial BLER significantly higher).
Having said that, it should be emphasized that operating legacy GPRS or EGPRS at an extremely high BLER of e.g. 97 % is obviously not a feasible solution for CIoT. Concern is expressed in [4] that this approach could be used to claim that the objectives of the CIoT study are met without changes to the GPRS physical layer but this would lead to a very poor system capacity and most likely also other problems in the operation of the RLC protocol. The intention of proposing to define the coverage of traffic channels as a throughput target is not to enable or hide bad design choices but rather the opposite: To allow a design that focuses on optimization of the important metrics such as throughput, resource utilization and latency, rather than optimizing for an initial BLER of 10 %.
Conclusions
In this contribution an overview is given of the performance requirements used to define the coverage extension of CIoT for different channel types. 
On the open issue of requirements for traffic channels, it is proposed to define coverage at a throughput target of 160 bps and not at a fixed BLER target. The purpose is to allow a design of the traffic channels that focuses on optimization of the important metrics such as throughput, resource utilization and latency, rather than optimizing for an initial BLER of 10 %.
Hence, the earlier proposed, and discussed, WA to determine the MCL for traffic channels is proposed to be agreed:
	WA: The MCL for the data traffic channels is not defined by a common BLER target but shall be evaluated to fulfill the target data rate throughput of 160 bps at the (equivalent of) the Service Access Point (SAP) to the equivalent Sub Network Dependent Convergence Protocol (SNDCP) layer.
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