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First Modifications

2         Information available

The present document collects together temporary documents of ETSI SMG and STC SMG2 and 3GPP GERAN which can be seen as base line material for the RF requirements in 3GPP TS 45.005. The documents are divided into several clauses











In the each clause there is a short description of the documents. The documents themselves are annexed to this report.

A list of phase 2 change requests to SMG2 related documents are annexed to the SMG meeting reports.

Next Modifications (New clause)
23
Extended Training Sequence Code Sets
23.1
Background

All burst types except the frequency correction burst contain a training sequence (also referred to as a synchronization sequence). Its purpose is to facilitate synchronization, channel estimation and blind detection of modulation on the radio interface.

For normal bursts (NB) and higher symbol rate bursts (HB) a set of eight training sequences is defined for each modulation (GMSK, 8PSK, 16QAM and 32QAM for NB, and QPSK, 16QAM and 32QAM for HB) to facilitate training sequence planning, i.e., avoiding that strong interfering bursts have the same training sequence as the wanted signal bursts.

For VAMOS, a second set of eight training sequences (TSC Set 2) is defined for GMSK modulated normal bursts (see 3GPP TS 45.002). Two GMSK training sequences are used to form the AQPSK training sequence (see 3GPP TS 45.002) for the downlink VAMOS modulation. The VAMOS (Set 2) training sequences have superior cross-correlation properties compared to the first set. This has facilitated improved Circuit Switched (CS) link level performance leading to enhanced BTS hardware capacity and improved spectral utilization in CS deployments compared to only using the existing TSC set.

All training sequences are defined in 3GPP TS 45.002.

23.2
Extended TSC Sets
23.2.1
Scope
When using extended TSC sets additional sets, each of eight training sequences, are defined for the different modulations when using normal bursts. The number of additional TSC sets depends on the domain (circuit switched or packet switched) they operate in.
For the circuit switched domain, two new GMSK sets, referred to as GMSK TSC Set 3 and GMSK TSC Set 4 are defined. 
For the packet switched domain, including EGPRS and EGPRS2-A, one additional set of eight training sequences is defined for each of GMSK, 8PSK, 16QAM and 32QAM normal bursts, referred to as TSC Set 2 for 8PSK, 16QAM and 32QAM modulation, while for GMSK, TSC set 3 which is identical to TSC set 3 used for circuit switched channels, is used. 
It should be noted that the same training sequence set for GMSK is used both in the circuit switched and packet switched domain referred to as set 3 and set 2 respectively, depending on the domain they operate in.

With 16 new sequences for GMSK and 8 new sequences for 8PSK, 16QAM and 32QAM a total of 40 new sequences are introduced.
23.2.2
Design criteria

The new sequences have good cross-correlation properties both within the sets for each modulation but also between the different modulations and towards all legacy sets for all modulations as well as the dummy burst. When designing the sequences care was taken to make sure the cross correlation properties were good also for adjacent channel interference. With better cross-correlation properties the link level performance is improved and hence also the spectral efficiency for both the Packet Switched (PS) and the Circuit Switched (CS) domain.
23.2.3
Design methodology
The design of the training sequences is described in detail in the document in Annex ZE. The sets were derived one at a time in the order GMSK Set 3, GMSK Set 4, 8PSK Set 2, 16QAM Set 2, 32QAM Set 2. Each new set was designed such that the cross-correlation properties were good not only within the set but also towards all other (legacy and new) sets currently available. First an exhaustive search was performed and a large number of sequences with good auto-correlation properties and good cross-correlation properties against all known sets were selected. Measures of both auto-correlation and all combinations of cross-correlation for all these sequences were calculated. The set was then selected as the one minimizing the cost function based on these correlations.
23.2.4
Evaluation methodology

A methodology framework for evaluating the extended TSC set was followed according to the document in Annex ZF. In short the extended TSC set was evaluated in both interference limited (including both CCI and ACI) and sensitivity limited scenario. For interference limited scenarios the relative delay of the interferer was derived using system level simulations with different cell sizes and re-use factors. For more details see the document in Annex ZG.

23.2.5
Performance evaluation

[To be added]
Next Modifications

Annex ZE: Extended TSC Sets Design

3GPP TSG GERAN WG1 #63
GP-140587
Ljubljana, Slovenia,
Agenda item 7.2.6.2

26 - 29 August 2014
Source: Ericsson
Title: NewToN – Training Sequence Design
ZE.1
Introduction

In this Annex, a Training Sequence Code (TSC) set for NewToN is proposed. 

In subclause ZE.2, a method for designing training sequences is described. 

In subclause ZE.3, the proposed TSC set from Ericsson is presented.

ZE.2
Training Sequence Design

The training sequence set candidate presented in this contribution has been found using the search based method described in this section. 

Consider candidate training sequences, 
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and already decided training sequences, i.e. legacy training sequences and possibly already decided NewToN sequences, 
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:s are rotated according to the modulation the sequence is defined for. Legacy sequences are rotated for all modulations, i.e. 16 GMSK + 8 8PSK + 8 16QAM + 8 32QAM = 40 rotated sequences. Also the GMSK dummy burst and possibly already decided NewToN sequences are rotated according to the modulation used.

ZE.2.1 Initial Search

Let 
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where 

· 
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 is a suitable maximum considered lag
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An exhaustive search through all possible training sequences was performed and NL, a large number, sequences with the lowest 
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Also, any candidate sequence not fulfilling the following three requirements where disqualified from the search.

· Autocorrelation, 
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· Possible Least Squares (LS) regression matrices must have a low matrix condition value (the ratio between maximum and minimum singular value).
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where 
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 is the channel length used in LS. A high condition value is associated with high energy leakage from an interfering signal according to the maximum channel estimation error defined in subclause ZE.2.2.2.

· The cross correlation 
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 is the set of all known rotated sequences, including the dummy burst and possibly already decided NewToN sequences.

ZE.2.2 Building the Cost Function

ZE.2.2.1 Auto Correlation Cost

A maximized and normalized SNR-degradation, Ψ(s), was calculated for each of the NL best sequences. The normalized SNR-degradation is denoted Ψ(s,L). The maximization and normalization is done with respect to the channel length, L.
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where tr{.} denotes the trace operator and (.)H denotes complex conjugate transpose. 
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 in the denominator of the scale factor compensates for the L additions done by the trace operator. 
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ZE.2.2.2 Cross Correlation Cost

ZE.2.2.2.1 Basic Principle
The cross correlation cost between two sequences was calculated as the maximum channel estimate error caused by the interfering training sequence when employing a least squares estimator. The maximum is with respect to channel length and time lag due to an unsynchronized interfering training sequence. Consider the received signal during the training period from user “k” and interferer “p”, 
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where hk and hp denotes the channel of interest and interfering channel, respectively.  Given the received vector R, the least squares estimate of hk is given by, 
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where the error includes the contribution not captured by the model, i.e. thermal noise, model error, etc. The training sequences should be selected such that the energy leaked from an interfering signal 
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yields
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The expression is normalized with respect to the channel length and scaled in the same way as the SNR-degradation. If the interfering signal is unsynchronized, the sequences do not completely overlap. The error due to the interfering training sequence only depends on the overlapping part. This means that the non-overlapping parts of the sequences need to be removed from S. 

Denote these truncated versions of S as S(μ), where μ is the time lag between user “k” and interferer “p”. Note that the least squares algorithm still remains the same, therefore the factors 
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 are unchanged. The maximum impact from an interfering sequence sp using the carrier sequence sk is denoted “cross correlation cost” and is defined as,
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 in the denominator of the scale factor compensates for the L additions done by the trace operator. For lag equal to zero, 
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The auto correlation cost Ψ(s) and cross correlation cost Δb(sk,sp) for all NL sequences are stored in a matrix X.
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ZE.2.2.2.2 Used Model
Subclause ZE.2.2.2.1 describes the basic principle used when searching for TSCs. However, for the NewToN work the basic principle was modified to include: 

· Adjacent channel interference.
· Modulation rotations. 
· Cross correlation between different modulations and between NewToN candidates and legacy sequences. Thus, the training sequence code of the desired signal,
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The channel hp is split into Tx-filter, 
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An adjacent channel interferer with frequency offset 
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After the combined channel and Rx-filter (
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i.e. a rotated received signal and a de-rotated channel z(t). The received signal in matrix notation is
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where
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The least squares estimate of hk is
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Note that this least squares use rotated sequences, this is equivalent to using un-rotated sequences and de-rotating the received signal, this is shown in subclause ZE.4. Rotated sequences are used here for simplicity.

The training sequences should be selected such that the energy leaked from an interfering signal 
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 is minimized, where 
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. Assume a one branch receiver, an unknown Rx-filter and that the covariance of the Rx-filter and channel are equal to identity (corresponding to independent and identically distributed taps).

Similarly as in subclause ZE.2.2.2.1.
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Because of the assumptions on G and h 
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  becomes independent of G, h and 
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. The expression is normalized with respect to the total unknown channel length (Lh+Lg-1 = L-Ly+1) and scaled in the same way as the SNR-degradation. The resulting cost is cubed to increase the dynamic range to punish bad pairs. 

If the interfering signal is unsynchronized, the sequences do not completely overlap. The error due to the interfering training sequence only depends on the overlapping part. This means that the non-overlapping parts of the sequences need to be removed from S’, denote these truncated versions of S’ as S’(μ), where μ is the time lag between user “k” and interferer “p”. Note that the least squares algorithm still remains the same, therefore the factors 
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 are unchanged. The maximum impact from an interfering sequence s’p (with some modulation) when using the carrier sequence s’k (with some modulation) is denoted “cross correlation cost” and is defined as,
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Note that if L is smaller than Ly the length of the total unknown channel is 1 and the Tx-filter is truncated to its strongest taps. For scaling purposes the sum of the used Tx-filter taps should be equal to one.

The cost matrices when comparing candidate sequences of the same modulation for co-channel interference are 
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where the sub-scripted number denotes a unique sequence among the candidates. 

The cost matrices when comparing sequences of different modulation, with adjacent channel interference or when comparing against legacy sequences are
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where k and p denote two different sets of sequences and the super-scripted number denotes unique sequences in those sets. Each element in F is calculated as the maximum value of 
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The cost function for co-channel interference becomes (including sensitivity)
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for the relevant modulations (here only two are shown). “Legacy” includes the legacy sequences rotated for each modulation (including set 2 for GMSK) and the GMSK dummy burst. The cost functions for adjacent channel interference becomes
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where “ADJ” indicates that 
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where bn is the number of desired sequences for NewToN set n and 
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 are weights.

The NewToN sequences are found by minimizing the cost function. The solution was found using a combination of the steepest descent method and a full search approach.

ZE.2.3 Performing the search
The search can be performed either by searching for all sequences at once or by searching in multiple iterations - one iteration for each new NewToN subset. The first iteration decides the NewToN GMSK sequences. The second iteration decides the 8PSK sequences, and so on. The decided sequences from the previous iterations are considered both in the initial search and in the resulting cost function. When calculating 
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 during the initial search only the legacy sequences up to the currently considered modulation is considered. For example when searching for a GMSK set, only legacy GMSK is considered and when searching for an 8PSK set, the legacy GMSK sets the new GMSK sets and the legacy 8PSK set are considered.

To optimize performance for VAMOS the resulting NewToN GMSK sequences are sorted to maximize the paired performance between set 3 and set 4 for GMSK. Also the best sequence in each pair is assigned to set 3 to maximize non-VAMOS GMSK performance.

ZE.3
Extended Training Sequence Code Sets
The training sequence symbols used in the extended training sequence sets are captured in table 2 to table 6. Antipodal constellation points from each modulation scheme are used to construct the training sequence in the burst mapping. The mapping of training sequence symbols to bit sequences follow the mapping used for the legacy TSC sets and is captured in table 1.
Table 1. Mapping between training sequence symbols and modulating bits
	Modulation
	Training sequence symbol
	Modulating bits

	GMSK
	0
	0

	GMSK
	1
	1

	8PSK
	0
	111

	8PSK
	1
	001

	16QAM
	0
	1111

	16QAM
	1
	0011

	32QAM
	0
	00000

	32QAM
	1
	10010


Table 2. GMSK – Set 3
	Training
Sequence
Code (TSC)
	Training sequence symbols

	0
	1,1,0,0,0,0,1,0,0,1,0,0,0,1,1,1,1,0,1,0,1,0,0,0,1,0

	1
	0,0,1,0,1,1,1,1,1,0,0,0,1,0,0,1,0,1,0,0,0,0,1,0,0,0

	2
	1,1,0,0,1,0,0,0,1,1,1,1,1,0,1,1,1,0,1,0,1,1,0,1,1,0

	3
	0,0,1,1,0,0,0,0,1,0,1,0,0,1,1,0,0,0,0,0,1,0,1,1,0,0

	4
	0,0,0,1,1,1,1,0,1,0,1,1,1,0,1,0,0,0,0,1,0,0,0,1,1,0

	5
	1,1,0,0,1,1,1,1,0,1,0,1,0,1,1,1,1,0,0,1,0,0,0,0,0,0

	6
	1,0,1,1,1,0,0,1,1,0,1,0,1,1,1,1,1,1,0,0,0,1,0,0,0,0

	7
	1,1,0,0,0,0,1,0,0,1,0,0,0,1,1,1,1,0,1,0,1,0,0,0,1,0


Table 3. GMSK – Set 4
	Training
Sequence
Code (TSC)
	Training sequence symbols

	0
	1,1,0,0,1,1,1,0,1,0,0,0,0,0,1,0,0,0,1,1,0,1,0,0,0,0

	1
	0,1,1,0,0,0,1,0,0,0,0,1,0,1,0,0,0,1,0,1,1,1,0,0,0,0

	2
	1,1,1,0,0,1,0,0,0,0,0,1,0,1,0,1,0,0,1,1,1,0,0,0,0,0

	3
	0,1,1,0,1,1,0,0,1,1,1,1,1,0,1,0,1,0,0,0,0,1,1,0,0,0

	4
	1,1,0,1,1,0,0,0,0,1,0,0,0,0,1,0,0,0,1,0,1,1,0,0,0,0

	5
	1,1,0,1,0,0,1,1,1,1,1,1,1,0,1,0,0,0,1,1,0,1,0,1,1,0

	6
	0,0,1,0,0,1,1,1,1,1,1,1,0,0,1,0,1,0,1,0,1,1,0,0,0,0

	7
	0,1,0,1,1,1,0,0,0,0,0,0,1,0,1,0,0,1,1,0,0,0,1,1,1,0


Table 4. 8PSK – Set 2
	Training
Sequence
Code (TSC)
	Training sequence symbols

	0
	0,0,0,0,0,1,0,1,1,0,0,0,0,1,0,1,0,0,1,1,1,0,1,1,1,0

	1
	0,1,1,1,1,0,1,1,0,1,0,1,1,1,1,1,0,0,1,1,0,1,1,0,0,0

	2
	1,0,1,0,0,1,1,1,0,1,0,1,1,1,1,1,0,1,0,1,0,0,1,1,0,0

	3
	0,0,1,0,1,1,1,0,1,1,1,1,0,1,1,1,1,0,0,1,0,1,1,1,0,0

	4
	0,1,1,1,1,0,1,0,0,1,1,0,0,0,0,0,1,0,1,1,0,0,0,1,0,0

	5
	0,1,0,1,1,1,1,0,1,0,1,1,1,0,1,1,0,0,0,0,1,0,0,1,0,0

	6
	1,1,1,1,1,0,1,0,1,1,0,1,0,0,0,1,1,1,0,1,1,1,0,1,0,0

	7
	1,1,1,1,1,1,1,0,0,1,0,1,0,1,1,0,0,1,0,0,0,0,0,1,1,0


Table 5. 16QAM – Set 2
	Training
Sequence
Code (TSC)
	Training sequence symbols

	0
	1,0,0,0,1,0,1,1,1,0,1,1,1,1,0,0,1,0,1,0,1,1,0,0,0,0

	1
	1,1,1,0,0,0,1,1,1,1,0,1,1,0,0,1,0,0,0,0,1,0,1,0,0,0

	2
	1,0,0,1,1,1,0,1,1,0,1,0,1,1,0,0,1,1,1,1,1,0,1,0,1,0

	3
	0,0,1,1,1,0,1,1,1,0,1,1,0,1,0,1,1,1,1,0,0,0,0,1,0,0

	4
	1,0,1,0,0,1,0,1,1,1,1,0,0,1,1,0,1,0,1,1,1,0,1,1,0,0

	5
	0,0,0,1,1,0,1,0,1,1,0,0,1,1,1,1,1,1,0,1,0,1,0,1,1,0

	6
	0,0,0,0,1,1,0,1,0,0,0,0,1,0,1,0,0,0,1,1,0,0,1,1,1,0

	7
	0,1,0,1,1,0,0,0,0,0,1,0,0,0,1,0,1,0,1,1,0,0,1,1,1,0


Table 6. 32QAM – Set 2
	Training
Sequence
Code (TSC)
	Training sequence symbols

	0
	1,0,1,0,1,0,1,0,0,0,0,0,1,1,0,1,0,0,1,1,1,0,0,1,0,0

	1
	0,0,1,1,0,1,0,0,1,1,1,0,1,0,1,0,0,0,0,1,1,0,1,0,0,0

	2
	1,0,0,1,1,0,0,0,0,1,0,1,0,0,1,0,0,1,1,1,1,0,0,0,1,0

	3
	0,0,0,1,1,1,0,1,0,1,1,1,0,0,1,1,0,1,1,1,1,0,1,0,0,0

	4
	0,0,1,0,1,0,0,1,1,1,1,0,1,0,0,0,1,0,0,1,1,0,0,0,0,0

	5
	1,0,0,0,0,1,1,1,0,1,0,0,1,1,0,1,1,1,1,0,1,1,0,0,0,0

	6
	1,1,1,1,0,0,1,0,1,0,1,1,0,1,1,0,0,0,0,1,1,0,0,0,0,0

	7
	1,1,0,1,1,1,0,0,1,1,1,1,1,0,1,0,0,1,0,0,1,0,1,0,0,0


ZE.5
Equivalence of rotational approaches

The most straight-forward way to model cross correlations between sequences of different modulation (or same modulation) is to:

a) Rotate carrier according to carrier modulation and interferer according to interfering modulation and de-rotate the received signal according to the carrier modulation. Use least squares with un-rotated sequences.

For simplicity in this case it is more convenient to:

b)   Rotate carrier according to carrier modulation and interferer according to interfering modulation, do not de-rotate. Use least squares with sequences rotated according to carrier modulation.

For the purpose of calculating 
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 a) and b) are equivalent, this is shown below.

Let 
[image: image87.wmf]f

 be the carrier modulation rotation and 
[image: image88.wmf]j

 be the interferer modulation rotation.

The rotated carrier can be expressed as:
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Similarly the rotated interferer can be expressed as:
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Some useful identities (valid both for 
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 and 
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):
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The model for b) is 
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where 
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 is the combined channel and Rx-filter which is assumed unknown and 
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 is omitted based on results in subclause ZE.2.2.2.2.

Similarly as in subclause ZE.2.2.2.1
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Using the identities shown above yields
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which corresponds to
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and the received signal
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The term 
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 is the de-rotation with the rotation of the carrier, hence the model above is a).


[image: image106.wmf](

)

ï

î

ï

í

ì

=

+

+

=

-

+

+

+

-

-

+

+

+

Yz

S

e

S

S

S

h

noise

Yz

S

e

h

S

R

a

p

H

k

k

H

k

k

p

p

k

k

j

j

f

j

j

f

*

1

,

*

~

~

~

:

)


Which proves that when calculating 
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Annex ZF: Performance framework for design of Extended TSC Sets
This Annex contains a summary of document:
3GPP TSG GERAN #61
GP-140107
Sophia Antipolis, France,
Agenda item 11.1
24 - 28 February 2014

Source: Ericsson

Title: NewToN – Working Assumptions
ZF.1
Working Assumptions for performance framework
	#
	Working Assumption
	Reference
paper

	
	
	

	1
	The final performance evaluation shall only be based on simulations using a commonly agreed framework
	GP-140192

	2
	If a TSC set is proposed by a contributing company, performance evaluation is required for the proposed TSC set, and all other TSC sets proposed by other companies.
	GP-140192

	3
	No more than one complete TSC set shall be proposed by each contributing company
	GP-140192

	4
	Each company evaluating performance shall evaluate the performance using at least one receiver implementation expected in real network operation (which BTS and/or MS receiver architectures to use are not commonly agreed but up to each company performing the evaluation). Only one representative set of performance figures shall be derived from the receiver(s) simulated.

Note: A chosen receiver implementation shall be used to evaluate all proposed TSC sets.
	GP-140192

	5
	Each company evaluating performance shall evaluate the performance in at least one of: CS+EGPRS, or, CS+EGPRS+EGPRS2-A.

Note: If only CS+EGPRS services are evaluated, the interfering modulation need not include rotated 16QAM(UL/DL) and 32QAM(DL) with a TSC included.
	GP-140192

	6
	If the final performance figure (considering all evaluations from all companies) of the best TSC set (a complete TSC design from one company) is less than (<) 0.1 dB better than the second best TSC set, a TSC set is randomly chosen (by blind draw by the GERAN WG1 secretary) from all TSC sets whose final performance figure is less than 0.1 dB worse than the best TSC set.
	GP-140192

	7
	The performance shall only be evaluated in the 900 MHz frequency band.
	GP-140192

	8
	The different interferer/noise scenarios shall be investigated in propagation conditions TU50nFH (sensitivity and interference) and HT100nFH (sensitivity)
	GP-140192

	9
	The performance shall be evaluated in:

•
Sensitivity (Auto correlation)

•
CCI (Cross correlation)

•
ACI at +200 kHz (Cross correlation)

•
ACI at -200 kHz (Cross correlation)
	GP-140192

	10
	The non-ideal time synchronization model used for VAMOS UL shall apply only for the wanted signals in VAMOS UL simulations
	GP-140192

	11
	The time shift models (separate models for CCI and ACI) as proposed in Table 1 shall be used in the performance evaluation with the delay applied independently per burst.
	GP-140192

	12
	Wanted signal: 

Sensitivity: Performance is evaluated with the new TSC set assigned 

Interference: Performance is evaluated with the new TSC set assigned (both legacy TSC and new TSCs interfering) and with legacy TSC set assigned (only new TSCs interfering).
	GP-140192

	13
	Interfering signal: All TSCs (CCI: All TSCs except the one assigned the wanted signal, ACI: All TSCs) are assumed to interfere each assigned wanted signal (including both legacy TSC set and new TSC sets for different modulations). 

Note: All legacy TSCs in this regard includes the normal burst TSCs defined in 3GPP TS 45.002 for NSR, as well as the dummy burst as defined in subclause 5.2.6.
	GP-140192

	14
	All TSC combinations shall be evaluated at a raw BER level of 5% except for 16QAM and 32QAM where 1 % shall be used
	GP-140192

	15
	The distance between two simulation points used for interpolation shall not be more than 2 dB
	GP-140192

	16
	Each simulation point shall be simulated using at least 4000 bursts.
	GP-140192

	17
	For a given TSC proposal, for each company evaluation: For each simulated carrier modulation, and, in case of interference simulations, interference type and interferer modulation, all intersection points (dB) are converted to linear values and averaged to arrive at a performance metric (dB).
	GP-140192

	18
	For all TSC proposals, for each company evaluation: The dB-deviation of each proposed TSC set from the averaged performance of all TSC proposals is recorded for each carrier modulation and scenario simulated (see WA 17).
	GP-140192

	19
	For a given TSC proposal, for each company evaluation: All carrier modulations (see WA 5) shall be evaluated in sensitivity. All carrier modulations (see WA5) excluding AQPSK, shall be evaluated in interference.
	GP-140192

	20
	For a given TSC proposal, for each company evaluation: The carrier evaluation for VAMOS shall be simulated for 

- SCPIR=0 and -10 dB in case of VAMOS UL

- SCPIR=0,-4 dB in case of VAMOS I MS on the DL

- SCPIR=0,-4,-10 dB in case of VAMOS II or VAMOS III MS on the DL 

The performance need only be evaluated for one of the VAMOS sub-channels in case of SCPIR=0 dB and the weak sub-channel in case of negative SCPIR.
	GP-140192

	21
	For a given TSC proposal, for each company evaluation: AQPSK shall not be simulated as an interfering modulation.
	GP-140192

	22
	For all TSC proposals, across different company evaluations: The derived performance figure for each carrier and interfering modulation, interference scenario (see WA 17 and WA 19) and TSC proposal from each contributing company shall be averaged (dB).
	GP-140192

	23
	For all TSC proposals, across different company evaluations, interference simulations: The performance figures for all TSC proposals (see WA 22) shall be weighted depending on carrier modulation with: 

GMSK: 70%; 8PSK: 20%; 16QAM: 5%; 32QAM: 5%.
	GP-140192

	24
	For all TSC proposals, across different company evaluations, interference simulations: The performance figures for all TSC proposals (see WA 22) for each carrier modulation shall be weighted across interfering modulations according to: 

GMSK: 70%; 8PSK: 20%; 16QAM: 5%; 32QAM: 5%.
	GP-140192

	25
	For all TSC proposals, across different company evaluations, sensitivity simulations: The performance figures for all TSC proposals (see WA 22) shall be weighted depending on carrier modulation with: 

GMSK: 50%; VAMOS (DL: AQPSK, UL: paired GMSK): 20% 8PSK: 20%; 16QAM: 5%; 32QAM: 5%.
	GP-140192

	26
	For all TSC proposals, across different company evaluations: The different propagation profiles and scenarios shall be weighted according to: Sensitivity: 25%; CCI: 60%; ACI-: 7.5%, ACI+: 7.5%.
	GP-140192
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Annex ZG: Delay statistics for design of Extended TSC Sets
This Annex contains a summary of document:

3GPP TSG GERAN WG1 #61

GP-140140
Sophia Antipolis, France,
Agenda item 7.1.5.2.4
24 - 28 February 2014

Source: Ericsson

Title: NewToN – Delay statistics from system level simulations
ZG.1
Background
A synchronized radio network is usually referring to a network with the same absolute time reference in all sites and with the frame structure on the radio interface aligned between the different sites. 

In such a network there will still be “asynchronous behavior” in the sense that propagation delay will cause external interference to be offset compared to the wanted signal at the receiver reference point. Propagation delay here excludes multi-path effects which will be added on top of this asynchronous behavior during the link level simulations.

The propagation delay is roughly 1 GSM symbol duration per kilometer (3e8*48/13e6).

The maximum propagation offset experienced in the network will be mainly dependent on the output power of the transmitter, the propagation loss and the receiver sensitivity. 

The minimum propagation offset need not be limited by a zero offset. Negative offsets can be expected in a network when the serving base station is the most suitable base station in terms of minimizing path loss, but at the same time not the base station geographically closest to the MS. Other effects resulting in a negative delay can be non-ideal mobility and/or non-ideal synchronization of the network (the absolute time reference is not the same in all base stations in the network).

Apart from the maximum and minimum delay experienced, the delay distribution between these two extremes will vary depending on frequency re-use, cell size, system load etc.
ZG.2
Simulations

ZG.2.1
Simulation assumptions
Simulations have been carried out in different scenarios to estimate the delay expected in synchronous networks. The simulation assumptions used in the evaluations are listed in Table 1.

Table 1. Simulation assumptions
	Parameter
	MUROS-1
	MUROS-2

	Frequency band (MHz)
	900
	900

	Cell radius / ISD
	500 m / 1500m

250 m / 750 m(1)
166 m / 500 m(1)
100 m / 300 m(1)
	500 m / 1500 m

250 m / 750 m(1)
166 m / 500 m(1)

100 m / 300 m(1)

	Bandwidth
	4.4 MHz
	11.6 MHz

	Guard band
	0.2 MHz
	0.2 MHz

	# channels excluding guard band
	21
	57

	# TRX
	4
	6

	BCCH frequency re-use
	4/12
	4/12

	TCH frequency re-use
	1/1

1/31
	3/9



	Frequency Hopping
	Synthesized
	Baseband

	Length of MA (# FH frequencies)
	9
	5

	Fast fading type
	TU
	TU

	BCCH or TCH under interest
	Both
	Both

	MS speed
	50 km/h
	50 km/h

	MS noise figure
	6 dB(1)
	6 dB(1)

	BTS noise figure
	4 dB(1)
	4 dB(1)

	MS output power
	33 dBm
	33 dBm

	BS output power
	43 dBm
	43 dBm

	Power control
	On/Off(1)
	On/Off(1)

	Network load
	2 % blocking

50 % of the load at 2% blocking(1)
	2 % blocking

50 % of the load at 2% blocking(1)

	NOTE1: Additional simulations compared to MUROS baseline. Settings are only used if explicitly mentioned.


The relation between cell radius and ISD is a factor x3, i.e. the ISDs simulated are 1500m (baseline MUROS assumption), 750 m, 500 m and 300 m, since a hexagonal cell structure is used.

Each network simulated is evaluated at 2 % blocking without activation of the VAMOS feature.

Delay statistics are collected separately for UL/DL and separately for CCI (Co Channel Interference) and ACI (Adjacent Channel Interference).

An interfering burst is only logged if the signal level is above the thermal noise level at the receiver reference point.

ZG.2.2
Non-ideal network synchronization

Network synchronization in GSM is typically done using either GPS based synchronization or a software based synchronization. 

A non-ideal factor of network synchronization has been used as described in table 3.

Table 3. VAMOS time offset model.
	Time offset [symbol]
	Probability [%]

	-1
	25%

	0
	50%

	1
	25%


ZG.2.3

Collection of results

The results are analyzed for each frequency re-use pattern, ISD, use of power control, network load and split between UL/DL. The interference is separated on CCI and ACI, and for each interference type the distribution of the three strongest interferers is collected. 

It has been assumed that any variation of parameter not having significant impact on the final distribution will not be separated. For example, if no significant difference is seen between the DL and UL distribution, the same distribution (an average of the UL and DL distribution) is proposed to be used for both UL and DL simulations.
The different scenarios simulated have been weighted based on input from operators. Equal weights have been used except for different frequency re-use patterns where the weighting factors are captured in Table 4.

Table 4. Weighting factors for different frequency re-use patterns.
	Frequency re-use
	Weight

	1/1
	10 %

	1/3
	20 %

	3/9
	35 %

	4/12
	35 %


Apart from using a 0.5 symbol delay resolution, the distribution is limited to 0.5 resolution of percentage figures.
ZG.2.4

Delay distribution

The final distribution for CCI and ACI is shown in Table 5.

Table 5. Finally proposed probability distribution. 
	Delay [symbols]
	Probability [%]

	
	CCI
	ACI

	-1.5
	0.5
	1.0

	-1.0
	2.5
	8.0

	-0.5
	8.0
	9.5

	0.0
	10.0
	19.5

	0.5
	18.0
	18.5

	1.0
	15.5
	16.0

	1.5
	15.5
	12.5

	2.0
	10.5
	6.0

	2.5
	7.5
	3.5

	3.0
	3.5
	2.0

	3.5
	3.5
	1.5

	4.0
	1.5
	0.5

	4.5
	1.0
	0.5

	5.0
	1.0
	0.5

	5.5
	0.5
	0.5

	6.0
	0.5
	0.0

	6.5
	0.5
	0.0
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