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1 Introduction

At GERAN#55, a new Work Item [1] was agreed to evolve the Downlink Dual Carrier feature, part of the GERAN Evolution feature package, into a Downlink Multicarrier feature to enable support for more than two carriers on the DL. 

Downlink Multi Carrier, DLMC, with up to 16 DL carriers [2] and a large number of timeslots assigned will increase the data rates beyond what can be achieved today with Downlink Dual Carrier, DLDC. 

This paper provides a set of simulations results to evaluate the impacts on the RLC layer performance originating from increased RLC PDU transmission rate.
The paper is an update of [5]. Simulations have been updated to study: 

· Fast Ack/Nack reporting (FANR) on the DL TBF.
· The BSN addressing restriction as proposed in [4].

· The use of both First Partial Bitmap (FPB) and Next partial bitmap (NPB) in the PDAN reporting.
· EGPRS and EGPRS2-A performance
· Ack/Nack compression algorithm, as defined in the specifications
2 Background

The maximum Sequence Number Space (SNS) used by the RLC protocol today is 2048. The maximum transmit window size (WS) is defined as, at most, half the SNS, resulting in a maximum WS of 1024. The actual size used is dependent on the number of timeslots assigned. 
The bitmap for the reporting status of received / not received blocks at the terminal side in the Packed Downlink Ack Nack message (PDAN) is 133 bits assuming no channel quality is included in the control message, see [3]. If FANR is activated on the DL TBF, the uplink PAN will provide at most an additional 10 bit in reporting capacity in every radio block period.
Both the RLC SNS and the bitmap size in the PDAN message could become bottlenecks when increasing the DL data rates with DLMC. 
At GERAN #58 meeting when initial simulation results were provided there was an interest to see simulation results with FANR activated. This paper has been updated to, amongst other things, capture results for FANR activated on the DL TBF. 
3 Extended RLC protocol

Using a larger number of timeslots/carriers on the DL will put more strain on the RLC protocol to serve the increased number of RLC blocks transmitted and reported. For example, if one uses DAS12 in DL, three RLC blocks are sent in each radio block period. If we at the same time assign 12 carriers and four timeslots per carrier in the downlink we transmit 144 RLC sequence numbers per transmission time interval, TTI. If the poll-to-received-status-report round trip time, PSRTT, at RLC layer is 80ms
 i.e. four BTTIs, we will transmit 576 block sequence numbers, BSNs, in one PSRTT. Given that the BSS receives a Nack for a certain RLC BSN it will retransmit that RLC block and at least one more PSRTT will pass before we receive the next PDAN with its block sequence number being Ack/Nack-ed. Even with maximum legacy Transmit RLC WS of 1024 we will use 56% of the possible outstanding BSNs in the first PSRTT and if we receive a Nackin the first bitmap we will start stalling already in the next PSRTT. 
Polling more often than every 4 BTTIs in this example will not mitigate stalling when we are limited to legacy RLC transmit WS. Polling more often will also use more of the UL resources which could stop the TCP Acks from getting through.
This will in turn lead to TCP stopping data transfer to the RLC layerleading to data starvation condition in BSS. This can be alleviated/solved by assigning multiple TS in the UL, but will still not solve the RLC stalling problem. One could also believe that FANR, facilitating simultaneous TCP Acks and RLC Acks per radio block, could help solve this problem. But it is important to note only Acks conveyed over the PDAN (not the PAN) will allow the BSS to move its transmit RLC window (i.e. PAN based Acks are only ‘tentative’).
In these simulations it has been secured that TCP will not stall, i.e. sufficient bandwidth for RLC data carrying TCP Acks has been guaranteed in the UL TBF, and if any stalling occurs it is on the RLC layer.

To address the problem of RLC stalling at high DL throughput rates an extended SNS is unavoidable and will require more bits in the RLC header to be able to address active block sequences.  A way to extend the SNS from 11 up to 13 bits is provided in [4] for an extension of the RLC SNS by a factor of two or four. These extensions have been used in the evaluation in this paper. For MCSs supporting more than one RLC block per radio block, this extension might impose a restriction in the addressing of the BSNs, for details see [4]. There are several solutions suggested how to handle this restriction in [4]. The evaluations in this paper use a strategy of sending preemptive re-transmissions in the case the BSS are not allowed to transmit RLC blocks with BSNs restricted by the limited addressing space in the RLC header (note that how to deal with the BSN restriction is implementation dependent).

Increasing the WS alone, in case of RLC stalling, will however only delay a potential problem if the PDAN RLC block Ack/Nack rate is not sufficient to keep up with the DLMC RLC block DL rate. During every radio block period the distance between the oldest not Acked BSN and the latest transmitted BSN will increase until we hit the WS limit and start stalling. Therefore, to mitigate the problem of stalling there is also a need to increase the size of the bitmap in the PDAN message by using higher order MCSs than CS-1 for PDAN control signaling in the UL. This is needed to be able to Ack in a rate high enough to meet the rate of transmission using DLMC.

4 Results
Simulation assumptions

The scenario used for the following evaluation is a single user, running FTP in downlink, with radio conditions giving a BLER of around 10 % (unless otherwise stated). 
The propagation condition is modeled by a TU3iFH channel, and the MS is using multislot class 33 and BTTI as timeslot allocation scheme. The user is running RLC Acknowledge mode protocol and on top of that the TCP protocol, i.e. acknowledgment is sent from both these layers.
	Parameter
	Value
	Comment

	Timeslot allocation TS
	4 TS DL – 2 TS UL
	Same assignment on each carrier

	BLER
	10%, 2%
	Two different BLER levels have been used on the DL.

	Number of DL TS
	8-64
	Equivalent to 2-16 carriers given multislot class 12

	A/N bitmap size 
· when LQC report is included
· CS-1

· CS-3

· MCS-5

· when LQC report is not included

· CS-1

· CS-3

MCS-5
· PAN
	62
194
356
133
264
426
10
	The size of the bitmap when including LQC reports in the PDAN message is one of the possible values when in DLMC mode and the PDAN is sent in response to a poll indicating LQC reporting is to be prioritized. See [3].
For MCS-5 the same solution as for MCS-0 has been applied with an 18 bit CRC in the RLC/MAC header.
SNS based PAN reporting

	MCS (Data)

· DL

· UL
	EGPRS: MCS-9

EGPRS2-A: DAS-12

EGPRS: MCS-8

EGPRS2-A: UAS-9
	2 RLC blocks/radio block

3 RLC blocks/radio block

	FANR
	Used in UL 
	If PAN is used, a PAN is included in each radio block period carrying data

	Pre-emptive re-transmissions
	Not used
	Re-transmissions are in general not sent if a BSN has not been explicitly Nacked (i.e. not on pending blocks). It is only sent when BSN restriction is experienced, see 4.2.2.

	PDAN Ack/Nack report mode
	First Partial Bitmap
Next Partial Bitmap
	The status report always start with the oldest non acked BSN
The status report start with the next in sequence (compared to previous report) BSN 

	RLC window size
	1024

2048

8192
	Max legacy window size

Legacy size extended x2

Legacy size extended x4


Table 1. Simulation assumptions
Stalling duration in this document is measured from the time we first hit the limit of the RLC transmit window size until the time when we can start transmit new data again. 
In each configuration, polling and reporting strategy has been trimmed to achieve good performance.

The results are generally presented using FTP throughput rate relative to the maximum theoretical throughput achievable in the configuration (i.e. perfect radio conditions and no need for sending PUANs on the DL). Throughput is diminished from the maximum value depending on the BLER level simulated and the PUANs transmitted on the DL, and/or if stalling occurs.
Simulation results

4.1.1 …with legacy RLC protocol
Figure 1 shows the DLMC performance for EGPRS and EGPRS2-A in a single user scenario  when 8 to 64 TSs are assigned to a DL TBF and the legacy WS of 1024 is used.
Due to DL BLER and PUANs the maximum achievable throughput is around 85% of the maximum theoretical throughput. 

It can further be seen that both for the case of EGPRS and EGPRS-2A the legacy RLC protocol is not sufficient to cope with the increase in DL throughput as the number of TS used on the DL exceeds 20 (here simulated up to 64 TS).
During the discussion at GERAN#58 interest were expressed on simulations when allowing PAN inclusion on the UL to potentially allow for a faster retransmissions of Nacked RLC blocks. Figure 1 hence shows performance on the DL TBF with and without FANR activated.
To model the best case of allowing the FANR functionality, a PAN has been included in each radio block period on the UL assuming that this has no impact on the UL performance (TCP Acks). 
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Figure 1. EGPRS and EGPRS2-A throughput gain when for PAN, using RLC transmit window size, 1024 (legacy). 
As can be seen, FANR does bring some marginal gains but cannot by far compensate for the increased data rate on the DL when increasing the carrier numbers. This is not a surprise, since FANR was never intended to mitigate RLC window stalling in DL heavy data transfers.
The same conclusion holds for both EGPRS and EGPRS2-A.
4.1.2 …with extended SNS and bitmap size

…in a single user scenario

Simulations above showed that the legacy SNS and the PDAN bitmap size is not sufficient to support a DLMC configuration with a large number of TS assigned. To handle the stalling introduced by DLMC the RLC transmit window size, or rather the SNS range, and the size of the A/N bitmap (depending on the number of carriers used) needs to be adjusted.. 
In the following simulations with extended SNS and MCS for the control signaling, FANR is not activated considering that it did not bring substantial gains in the simulations with legacy protocol (see Figure 1), and that the support of FANR for DLMC MSs is optional.

These simulations are configured with either an extended SNS or an increased MCS for PDAN, or both. For SNS, both a two times increase and four times increase has been investigated. For the MCSs for PDAN the use of CS-3 and MCS-5 in addition to CS-1 has been investigated.
The figures below show the resulting throughput for EGPRS and EGPRS2-A respectively.
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Figure 2. Extended PDAN and SNS for EGPRS (top) and EGPRS2-A (bottom).
It can be seen that only increasing the SNS or only increasing the MCS for PDAN will not result in the required performance. However, when both the SNS and MCS for PDAN are increased the target throughput can be maintained by using a four times increase in SNS and CS-3 as MCS for PDAN (roughly a 2-3 increase in Ack/Nack space, see table 1) for EGPRS. 
EGPRS2-A, increases RLC throughput per time unit compared to EGPRS with 50% (2 RLC blocks/radio block is at most used in EGPRS (MCS-7 - MCS-9), while 3 RLC blocks are at most used for EGPRS2-A (DAS-11 – DAS-12)). For EGPRS2-A maximum throughput is not seen at high TS configurations. It should however be noted that the simulations are carried out assuming a single user is present on all resources for the whole duration of the TBF using the MCS with the highest RLC data throughput (DAS-12), at a non-ideal BLER level of 10%.
Below, some investigations have been done on throughput impact if either two users are sharing the same resources, or if the BLER level is reduced from 10% to 2%.
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Figure 3. Impact on EGPRS2-A throughput when multiplexing two users.

As expected, multiplexing two users (both still with maximum RLC throughput, and 10% BLER) will eliminate any throughput loss from stalling.
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Figure 4. Impact on different BLER levels.
It is seen that lowering the BLER level will lead to a significantly increased single user throughput, but also an increased overall throughput, to around 92% of theoretical maximum throughput,  due to the lower BLER level on the DL. At lower BLER levels the compression algorithm works more efficiently and will thus cater for a larger RLC Ack/Nack report.

5 Discussion
The following can be concluded from these simulations:

· Activating FANR on the DL TBF could result in a marginal positive impact to the RLC stalling, but will by far not solve the stalling issue.
· In a single user scenario at full RLC throughput both EGPRS and EGPRS2-A can cater for around 20 TS in DL without causing stalling

· An increase of the RLC SNS to 8192 and the MCS for PDAN from CS-1 to CS-3 will, in the case of
· EGPRS provide no, or little, impact on throughput in the investigated scenarios

· EGPRS2-A result in throughput degradation occurring at higher configurations than 40 TS in a single user scenario. Already when two users are multiplexed, or when a lower Data BLER is targeted the target throughput rate is realized.
6 Conclusions

Simulation results have been provided for the DLMC feature when assigning different number of DL TS to a DLMC configuration, both in a single user and in a two-user scenario. 
It has been shown that an increase in both the SNS and Ack/Nack bitmap size is needed in support of DLMC configurations. It is therefore proposed to specify an increase of the RLC window size by a factor of four (details of how this can be achieved can be found in [4]) and allow the use of CS-3, in addition to CS-1 for PDAN reporting on the UL.
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� Poll decision is taken (0-20 ms) + 20ms Um DL + 20ms delay MS(RRBP) + 20ms Um UL + 20ms delay BSC  = 80-100 ms
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