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Peak Load Control for MTC Devices
1. Introduction

The focus of the feasibility study on GERAN improvements for machine type communication (GERANIMTC) has been on smart metering devices. There is a potential problem caused by a synchronized access to the network initiated by those devices [3, 4], for example when all meters attempt to transmit data at midnight. The synchronous attempts may overload the system. During the overload period, the establishment of voice calls may be considerably delayed or even impossible. This document discusses a possible way how to mitigate the peak load in the system if some knowledge about the periodicity of the network access exists.
2. Discussion
It is assumed that a large number of MTC devices will be stationary devices like electricity, water meters, road traffic monitoring/measuring devices, etc. Furthermore, it is assumed that this kind of devices transmit data to the network at configured points in time. The problem of periodic peak load in the network occurs if a group of MTC devices is synchronized in such a way that attempts to access the network occur concurrently. Possible approaches how to deal with the problem of the synchronized network access include:
· At the application layer, the time interval is not a fixed value but the time between the transmissions is slightly varied on purpose from the average time interval value.
· If the network is provided with the information when the MTC device intends to transmit data in the future, then it can utilize this information and reserve in advance resources for a time that is acceptable to both the MTC device and the network in order to avoid the peak load or overload.

The application layer solution can ensure that applications deployed by one vendor will distribute the network access attempts sufficiently. However, the same level of coordination can not be expected in a multi-vendor scenario. This means that with MTC applications deployed by several vendors, there may be too many network access attempts in too short a period of time even if application layer solutions are implemented by the vendors.

It is possible to develop a medium access solution in which the MTC devices inform the network about the periodicity of their intended access and the network schedules the MTC devices to avoid the peak load in the system, provided that the connections tolerate a little delay. Such a solution is described in the following chapter.
3. Concept description 
To minimize the congestion due to synchronized access attempts, an approach is proposed in the following that can be applied to stationary MTC devices that, during a payload transmission, know already the desired time of the next connection (or transmit data even at a known periodicity) and whose data transmissions are allowed to be delayed by up to a few minutes. Many smart meters will be suitable for this approach.
Usually, a stationary MTC device would send a random access burst on the RACH when it wants to transmit data.

Instead, assuming that the stationary MTC device knows already the desired point in time for the next TBF with the network before the end of the previous TBF, the MTC device requests radio resources for that future point in time during the previous TBF that it has anyway for the transmission of payload. This requires a new form of a packet resource request. Preferably, this packet resource request should also be suitable for a periodic need of resources and include an indication of how much data the MTC device expects to transmit. Depending on the reservations made already and on scheduled maintenance breaks, the network informs the MTC device when it shall start reading the AGCH. In general, the signalled point in time will be close to the time requested by the MTC device, but it may be later if reservations for numerous other MTC devices or for large data transfers have already been made for the desired time interval. On the AGCH of the cell where the reservation was made, the network sends an immediate assignment with the MTC device's TLLI at or shortly after the point in time when the MTC device starts reading the AGCH. As long as the connection requests are made in advance during previous TBFs, the RACH need not be used.

With this approach, the network can not only influence the statistical distribution of when access bursts arrive, but it gets control over the exact timing of the network access of MTC devices – it can flexibly control when an MTC device gets an immediate assignment.

Since the network can more easily reuse information from a previous connection (e.g. MS radio capabilities, TA, MCS), the new data exchange might be more efficient and hence shorter – at least in the case of a periodic reservation because this needs only to be arranged once.
4. Stationary MTC devices
Many MTC devices that cause synchronized traffic will be part of the fixed infrastructure. In this document, MTC devices which are never moved as long as they are switched on are called stationary. They are a new class of MS. An MTC device can signal that it belongs to this new class of MS by using the new resource request which only stationary MS would be allowed to use.

If there is at least one cell that a stationary MTC device can receive all the time with sufficient quality (e.g. path loss criterion parameter C1>0, BCCH can be decoded), this MTC device could always have the same serving cell. Assuming that the stationary MTC device's serving cell does not change, reservations are made for that particular cell only.
For stationary MTC devices that always have the same serving cell, there is no need for a random access burst to determine the timing advance at each call establishment because it is constant – the timing advance value from the previous connection can be reused ‎[1].

However, even stationary terminals experience fading. Hence a cell reselection may be triggered. For this reason, stationary MTC devices will have to use a modified strategy for cell reselection. There are several options, most of which may have the following element in common: A short time before the time of the reservation, the MTC device starts listening to the relevant parts of the BCCH carrier of the cell where it has the reservation unless the RX level is too low (C1<0) or the BCCH carrier cannot be decoded. Further reservations are made for the best serving cell.

On the border between two location or routing areas, it will not be useful if, after a cell reselection to a different location or routing area, MTC devices (which are configured to support also mobile terminating calls) return temporarily to the location or routing area and cell in which they have the reservation because the location or routing area update will request resources at a point in time that the network cannot control exactly. If the CELL_RESELECT_HYSTERESIS is not large enough to prevent a change of the location or routing area, either the change of the location or routing area must be limited, e.g. to the case that the cell with which the reservation was made cannot be decoded or is no longer received with a sufficiently high RX level, or the MTC device at this particular position is not a suitable candidate for the proposed approach.
5. ImplEmentation aspects
The MTC device's property of being stationary can be linked to the device or the SIM card or both.
The MTC device and the network need to support the new signalling for making a reservation.

To make a reservation for an application dependent future point in time with the network, L2 of the MTC device needs to know when the MTC application will desire sending data. To provide this information to L2, the MTC device needs an API between an application layer and L2. The application layer may get the information about the desired timing for the next connection(s) via TCP from an MTC server.
The network needs to manage and remember the reservations, and it should also remember the MTC device's radio capabilities, timing advance, and optionally also a suitable initial MCS.
If the MTC device fails to use the assigned channel, the network may repeat the immediate assignment in a similar way as a paging is repeated if a paged MS fails to respond. However, the delay before the retry can be larger.
If the MTC device is not in idle mode when it should start reading the AGCH, the reservation should be cancelled.

To reduce the current consumption of the MTC device with a reservation, only a part of the AGCH may be used for the immediate assignment, e.g. based on the DRX group. (In that case, the reservations should be spread over all parts of the AGCH in order to be able to fill up every free AGCH resource.)
If, due to a temporary overload, the network has to bar the random access for MTC devices, MTC devices with a reservation should still get their immediate assignment on the AGCH within the expected time interval.
6. Simulations

In this section, two different reservation strategies are compared:

· a reservation strategy where the reservations are made with a fixed rate on the AGCH and where the MTC device gets the immediate assignment when it expects it, 

· a flexible reservation strategy which allows the network to fill up free AGCH slots with MTC devices that have a reservation but where the MTC devices with a reservation need to listen to the AGCH for up to a few minutes.
6.1 Simulation assumptions

Simulations shown in this document were obtained using a statistical simulator, which models the access procedure of GSM networks. In this simulator, user traffic is modelled by a Poisson process, with variable arrival rate, in order to represent the bursts of access produced by synchronized MTC services. Different kinds of traffic are considered independently, namely the synchronized MTC traffic and the normal asynchronous PS or CS traffic.

The produced traffic, represented by the call arrival rate for each TDMA frame, is then spread by the random access parameter Tx-integer using a convolution operation, in order to obtain the RACH transmissions for each time slot. Once the total number of expected RACH arrivals is calculated for a time slot, the number of successful random access bursts is determined. If two random access bursts arrive simultaneously, only the stronger of both is assumed to be correctly received, and if more than two random access bursts arrive simultaneously, none of them is assumed to be correctly received. The expected total number of failed RACH arrivals is calculated for a time slot and included for RACH retransmission with uniform probability between S and S+Tx time slots. For every four retransmissions, it is considered that the MS should attempt cell reselection, hence, an extra delay given by T3146 timer is assumed.

For every successful RACH attempt, an AGCH response is included in the AGCH queue. In case the AGCH queue is larger than the expected time in which the MS would attempt a new RACH retransmission, the MS is assumed to continue attempting a RACH access.

MTC devices with a reservation do not use the RACH, they only wait for their immediate assignment on the AGCH.
Perfect link reception is assumed for both RACH and AGCH. This means that no errors are modelled, unless there is a collision of random access bursts.

MTC traffic generation is modelled by a beta distribution, in accordance with [5], while normal CS/PS traffic is modelled by a uniform distribution, given by the number of users and the call arrival rate per user. The simulation is performed and the results are averaged over a period of 1 minute, which is enough to evaluate the CCCH overload caused by the synchronous traffic starting at the beginning of this minute.

The amount of payload data to send was assumed to be so small that there is enough PDTCH capacity. The AGCH was assumed to be the bottleneck with a capacity of ~25 immediate assignments per second as in [2].
             Table 1: Simulation parameters for random access procedure and AGCH

	Parameter
	Value

	Tx-integer
	20

	S
	109

	Expiry limit of T3146
	(Tx + 2S)/217 = 1.1 s

	Number of AGCH blocks per 51-multiframe
	6

	Number of RACH bursts per 51-multiframe
	51

	Number of synchronous MTC devices
	100, 300, 500, 700, 1000

	Share of MTC devices with a reservation
	0%, 25% and 50%

	r (see below)
	5, 10

	Number of asynchronous (normal traffic) users
	1000

	Call arrival rate of asynchronous users
	5 calls/h


6.2 Fixed reservations
A configurable share of the MTC devices does not send a random access burst, but has a reservation and listens to the AGCH. Every 10th (r=10 in the figures) or 5th (r=5 in the figures) AGCH slot was reserved for the MTC devices with a reservation. Hence, the parameter ’r’ is inversely proportional to the amount of AGCH resources dedicated to MTC devices with reservations.
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Figure 1: Average access delay for normal traffic users, the percentages refer to the share of MTC devices that have a reservation
The simulation results presented in Figure 1 show the advantage of using reservations for reducing the average access delay for asynchronous users. In the reference case, with 0% usage of reservations, large access delays are observed when the number of MTC devices is increased. With r=5 and 25% and 50% of MTC devices with a reservation, it is possible to observe a considerable reduction of the asynchronous users' average access delay which is caused by the reduced overload. Results in Figure 2 further illustrate the achievable access delay reduction with the proposed feature, showing that for r=5 and 1000 MTC devices, an access delay reduction between 11% and 55% is possible for a share between 25% and 50% of MTC devices with a reservation. The two curves for a share of 25% show that the smaller the fixed reservation on the AGCH is, the larger is the benefit: The relative decrease of the access delay is improved from 11% to 27% when increasing r from 5 to 10.
A disadvantage of a very small fixed AGCH reservation is that if a lot of MTC devices request a reservation, some will only be allowed to start their transmission a few minutes after their desired connection time although there would have been already enough free capacity to serve them before they get their immediate assignment. (In the examples above, the last reservation would have been scheduled 100 seconds after the preferred connection time.)
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Figure 2: Relative reduction in average access delay for normal traffic users
for different percentages of MTC devices that have a reservation
6.3 Flexible reservations

If, instead of using the fixed rate of every 5th or 10th AGCH slot for the MTC devices with a reservation, the network uses all free AGCH slots over a time period of up to few minutes, the MTC devices with a reservation may have to listen up to a few minutes to the AGCH, but the delay for normal traffic users can be further reduced and the transmission for the MTC devices with a reservation can be speeded up. This approach allows to fill up all the free AGCH capacity and thus to make optimum use of it.
If 50% of 1000 synchronized MTC devices request a reservation, their reservations should be distributed over at least 20 seconds – this would be the minimum time to provide them the 500 immediate assignments. If, in the case of a permanent overload, not more than 10% of the AGCH capacity shall be used on average for MTC devices with a reservation, it would take 200 seconds to provide them the immediate assignments. Hence in the case of a permanent overload, the time of the reservation and the time of the immediate assignment may differ by a few minutes. In this example, it would be good if the MTC devices with a reservation would listen to the AGCH for up to 4 minutes in order provide the network sufficient flexibility to manage an overload.
With that flexibility for the network, the MTC devices with a reservation would not need to compete with the other terminals about a resource assignment if the overload on the AGCH lasts less than 40 seconds, i.e. is caused by less than 1000 users. The congestion would only be caused by the synchronized MTC devices without a reservation and by the normal traffic users. Hence the improvement of the normal traffic users' access delay can be derived from the solid black curve in Figure 1, taking at the x-axis only the MTC devices without a reservation into account. The corresponding results are shown in Figure 1 and Figure 2 as the flexible cases.
A small, fixed share on the AGCH for MTC devices with reservations transforms a synchronized load into a small, constant load which reduces the AGCH capacity for normal traffic users and MTC devices without reservation. 

A few minutes tolerance for the point in time when MTC devices with a reservation get the immediate assignment transforms a synchronized load into a flexible load such that an overload is only caused by the remaining MTC devices that do not have a reservation and by the normal traffic users. The simulation results show that this can very much improve the normal traffic users' user experience at call establishment. Another advantage of a flexible reservation approach is that all 1000 synchronized MTC devices can get an immediate assignment within 45 seconds after their preferred connection time because every empty AGCH slot can be used for an MTC device with a reservation.
7. CONCLUsion

To alleviate the periodic overload from synchronized network access effectively, it is proposed to let the network control the exact timing of the network access of stationary MTC devices which have delay-tolerant data to transmit and can predict their preferred connection times.

For a sufficient flexibility to minimize congestion on the one hand and fill up free radio resources on the other hand, the following elements should be combined:
· For these MTC devices, the network should make reservations with enough free capacity for spontaneous calls such that MTC devices with a reservation can be served even in the case of access barring for MTC devices.
· From the times of their reservations onwards, these MTC devices listen to the AGCH and wait, if needed, a few minutes for the immediate assignments with their TLLIs.

The overload's impact to voice users in terms of additional time for their voice call establishment was simulated. The reduction of this access delay in percent can even be larger than the percentage of synchronized MTC devices that have a reservation for their next connection: For the case of 1000 synchronized MTC devices, 50% of which have a reservation, the average access delay for normal traffic users can be decreased from 5.7 s by 68% to only 1.8 s.
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