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Resource constraints for MTC TBFs
1. Introduction 

There are various resources which are "consumed" by any TBF and which may limit the number of such TBFs that the network can serve in a given time period in a given cell.
Although significant attention has been focussed on the RACH channel, there may be other resources which create a lower bound on the number of TBFs per second that can be supported.

2. RACH capacity
The results of some preliminary investigations of RACH failure rate (i.e. that a device attempts to gain access via RACH, but collides repeatedly and reaches the maximum number of attempts without success) are shown below. [image: image1.png]Probability of failure
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Figure 1
The above graph shows that probability of RACH failure is predominantly dependent on the aggregate load, that is:


Attempts per slot per device x N_devices 


= attempts per second per device x N_devices / 217 (slots / sec)

The table below translates these values into inter-reporting periods for a single device.

	
	
	Aggregate Load (attempts per slot)

	
	
	0.05
	0.1
	0.15
	0.2
	0.25
	0.3

	N_devices
	400
	37 secs
	18 secs
	12 secs
	9 secs
	7 secs
	6 secs

	
	1000
	1.54 mins
	46 secs
	31 secs
	23 secs
	18 secs
	15 secs

	
	1500
	2.3 mins
	1.15 mins
	46 secs
	35 secs
	28 secs
	23 secs

	
	2500
	3.84 mins
	1.92 mins
	1.28 mins
	58 secs
	46 secs
	38 secs

	
	4000
	6.14 mins
	3.07 mins
	2.05 mins
	1.54 mins
	1.23 mins
	1.02 mins

	
	8000
	12.29 mins
	6.14 mins
	4.1 mins
	3.07 mins
	2.46 mins
	2.05 mins

	
	12000
	18.43 mins
	9.22 mins
	6.14 mins
	4.61 mins
	3.69 mins
	3.07 mins


Table 1: Inter-attempt period for a single device

e.g. Aggregate load of 0.1 with 8000 devices corresponds to each device transmitting once every 6.14 minutes on average.

In comparison, a voice load of 0.7 calls per second generates an aggregate load of 0.003 (ignoring collisions) ( = 0.7/217).

Allowing for such a voice load, and considering an acceptable RACH failure rate of 0.1% (corresponding to an approx. aggregate load of around 0.18 attempts per slot), this still allows for a TBF load of 217 x 0.177 = 38 TBF setups per second.
Assumptions:


- all collisions result in a failure for all competing devices: this is pessimistic, since the BTS may be able to separate these in power and/or time

- no radio degradation / RF-related RACH failures; any transmission which is not a collision is successful; this is therefore optimistic (to some extent)


- no IMMEDIATE ASSIGNMENT REJECT: we assume that the resources are available to support the incoming RACH attempts. If they are not, then there will be fewer retransmissions (therefore pessimistic); however, if this is an issue, then RACH capacity is obviously not the limiting factor anyway.
3. Resource usage per TBF
A pessimistic estimation of resource usage is based on the observed assigned resources in a commercial network when transmitting an arbitrarily small amount of data, using 2-phase access. It was observed that an uplink TBF (2 timeslots) and a downlink TBF (3 timeslots) were assigned, and that the TBF lasted for approximately 1.75 seconds (although the data transfer was complete after < 0.5 seconds). An IMMEDIATE ASSIGNMENT message was sent twice after a successful RACH.
This results in the following resource usage per TBF:

	Resource
	Quantity
	Units

	RACH
	≥1
	Slot

	CCCH/D
	2
	Blocks

	USF
	3.5
	USF-slot-seconds

	TFI (UL)
	3.5
	TFI-slot-seconds (note)

	TFI (DL)
	5.25
	TFI-slot-seconds (note)

	Note: Selected TFIs must be valid, i.e. not used by another TBF, on any of the assigned timeslots; however, it is assumed here that this is never a limiting constraint


Table 1
Assuming 1 CCCH (shared), in addition to 4 PDCHs reserved for MTC communications, then, for each resource, the maximum number of TBFs per second is shown below if that resource were the limiting factor. This table assumes no other non-MTC traffic.
	Resource
	Total available
	Max MTC TBF per second
	Supports 30 MTC TBF/second**?

	RACH*
	1
	38 (0.1% failure rate)
	Yes

	CCCH/D*
	1
	19.2
	No

	USF
	4
	9.1
	No

	TFI (UL)
	4
	36.6
	Yes

	TFI (DL)
	4
	24.4
	No

	* these resources cannot be assumed to be dedicated to MTC and therefore must be shared with other UL access attempts and paging responses (on RACH) or paging (on CCCH/D); no blocks are assumed reserved for AGCH
** see G2-100196 [1]


Table 2
4. Resource usage including voice
Previous estimates of a busy-hour load of 29 call/s/cell (G2-100196 [1]) appear to be unrealistic. 

An alternative estimate could be based on a 500m radius cell with 3 sectors, same load/km 2, gives a load of (π x .5 ^2) x 100[Erlang/km 2] / 3 [sectors] = 26.2 Erlang/sector. Call holding = 43 seconds, gives 26.2/43 = 0.6 calls per second per sector.

Estimated another way, 1 TCH can support 2 (half-rate) call establishments every 43 seconds, so with 4 TRXs, no PDCHs, 3 channels for control signalling, gives 43 [call holding, seconds] / { (4 TRX x 8 [timeslots/TRX] – 3) x 2 [HR voice] } = 0.74 calls per second maximum capacity.

These are MO and MT calls combined. RACH load can be expected to be the same for either.  However, CCCH/D load will vary, since paging is carried out in each cell in the LA. At this load, using (some) totally made-up numbers:


0.6 calls/second, 50/50 MO/MT split, 10 cells (30 sectors) per LA, 1 mobile* paged per message:


MO calls: 1 x IMMEDIATE ASSIGNMENT per call

MT calls: 30 x PAGING REQUEST + 1 x IMMEDIATE ASSIGNMENT per call

Total = 0.6 x { (.5 x 1) + (.5 x 31) } = 9.6 CCCH/D blocks per second (out of a capacity of ~39)

*average will be slightly higher than this, depending on how many pages for mobiles in the same paging group arrive within a paging cycle
This would reduce the number of TBF setups per second to (38.2 – 9.6) / 2 = 14.3.   (There are 38.2 CCCH/D blocks per second)
5. Comments on the 'beta distribution' arrivals process

Some initial comments on the 'beta distribution' are made here – these comments are not specific to the distribution, but simply the case where a large number of devices attempts access within a short time window.

First – it is clear that for N devices accessing the RACH, it will take at least N timeslots for them all to succeed. If all N devices initially access the RACH in a time window of (say) 1 second, and all such attempts collide (as will most likely be the case), then the minimum (for any retransmission algorithm) of the maximum delay will be N timeslots.


e.g. N = 6000, it takes at least 1 second + 6000 slots for success; the maximum delay of these devices succeeding is 28 seconds (since the earliest point at which all devices can have completed transmitting is after 6000 slots). 

If voice calls may be attempted at a rate of 0.7 per second, then over these 29 seconds, 20 voice calls (on average) will be attempted; however, due to the ongoing MTC transmissions, these will fail with very high probability.  Considering an average hold time of 42 seconds, a period of 30 seconds where there is no voice service is highly undesirable.

Second – the justification for the "window" distribution remains unclear; in other words, what is it trying to model? If it is modelling clock drift experienced by devices going to sleep and waking up after N minutes (+/- clock drift), it should be noted that prior to accessing the cell, the MS must have acquired synchronisation with the GSM frame structure (including determining the Frame Number), and therefore will be able to determine within 1 TDMA frame when it should next transmit (unless its clock drift is so severe that the FN has wrapped around). 
6. Conclusion
Based on existing implementations and RACH simulations, RACH capacity does not appear to be a limiting factor – rather, CCCH/D and USFs appear to be the biggest constraint. In terms of maximum possible TBF setup attempts per second, the limits in an average (reasonably dimensioned) cell appear to be:

	
	Ignoring voice load
	With 0.6 call setups/second

	USF
	9.1
	0 (no PDCHs available)

	CCCH/D
	19.2
	14.3

	TFI (DL)
	24.4
	0 (no PDCH available)

	TFI (UL)
	36.6
	0 (no PDCHs available)

	RACH
	38
	37.4


Table 3 - Max TBF setup attempts per second, limited by resource

Thus, in this scenario, the RACH in fact is the resource least likely to be the limiting resource.

It should also be noted that 

- CCCH/D capacity available for MTC is very sensitive to voice load (particularly paging) i.e. as voice load increases, CCCH/D resource decreases rapidly.

- PDCH-related resources (USF, TFI) are obviously dependent on the number of PDCHs available for MTC communication, which is also sensitive to voice load: as voice load increases, timeslots become reserved for TCHs rather than PDCHs.
- improvements to resource assignment can be expected, in particular in heavily-loaded scenarios.  However, it should be pointed out that:

i) if no new MTC-specific codepoint is introduced in the [EGPRS Packet] Channel Request messages, the network cannot distinguish between non-MTC (voice or packet) resource requests and MTC resource requests; yet impact on existing services should be avoided.

ii) if a new MTC-specific codepoint is introduced in the [EGPRS Packet] Channel Request messages, then the availability of fewer random bits may cause improper RACH contention resolution, i.e. where MTC devices compete on the same slot, there is a high probability that both assume they have succeeded when decoding the immediate assignment with a matching request reference.
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