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Circular Buffer Rate Matching for HUGE and RED HOT
1 Introduction

EDGE evolution will introduce new modulation schemes to increase peak data rate and improve throughput. Many data rates with various data block sizes and modulation orders will be added with either legacy symbol rate at 271 Ksps or a higher symbol rate of 325 Ksps. A simple and effective rate matching method is needed to support link adaptation and incremental redundancy with the increased number of MCS levels, as well as to reduce the implementation complexity. There are two rate matching methods which can be considered, namely a) Rel-6 UMTS RM [1] and b) Circular buffer RM.  In this contribution circular buffer RM is discussed.  It may be noted that Circular Buffer RM scheme was accepted for LTE in the 3GPP RAN1#49 meeting [9][10].
2 Circular Buffer Rate Matching
Circular buffer rate matching scheme is a simple and flexible method and supports incremental redundancy (IR) without the need for complicated puncturing patterns. The scheme applies to repetition and puncturing for various data rates and in IR retransmissions.
Let the number of information bits in one code block be N and the number of transmitted encoded bits Nc. Circular buffer rate matching consists of four steps: (1) Bit Separation – encoded bit streams are separated into subblocks. In case of 1/3 mother code rate, encoder output are separated into three subblocks, each contains the N output bits from the same generator polynomial. (2) Subblock Interleaving – a common method of interleaving is applied to each subblock. The interleaving ensures any truncation of the subblock results in approximately uniformly distributed punctured bits after deinterleaving. (3) Bit Grouping – multiplex of the interleaved subblocks to form a buffer of the 3N encoded bits. Convolutional codes and turbo codes use different multiplexing schemes.  (4) Bit Selection – Select the first Nc bits from the buffer for the first transmission. For IR retransmissions, select the subsequent Nc bits. Wrap around the beginning of the buffer when reaching to the end. 
Bit puncturing or repetition is realized in Step (4). When Nc < 3N (buffer size), the unselected bits in the buffer are the bits punctured. When Nc > 3N, the additional selected bits are the bits repeated. The circular buffer is reconstructed at the receiver after channel deinterleaving and soft decision combining (combining of diversity branches and retransmissions). The reverse operations of bit grouping, subblock interleaving, and bit separation will rearrange soft decision values before they are input into the decoder. Especially noteworthy is that the number of transmitted channel bits, Nc, is not required to be fixed in retransmissions. Therefore change of modulation orders in IR retransmissions is allowed and no puncturing patterns need to be explicitly defined.  
Implementation for convolutional codes and turbo codes only differ in the bit-grouping step. Details of the rate matching are as follows.
2.1 Rate Matching For Convolutional Codes
Let the three parity bits of the rate 1/3 convolutional code be labeled P0, P1, and P2, as shown in Figure 1. 
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Figure 1 Rate 1/3 convolutional encoder
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Figure 2 Bit grouping for rate 1/3 convolutional code

Let Nc be the number of bits needed and L the size of subblock. The rate matching is carried out in the following steps:

Step 1. (Bit Separation) Separate the three parity bit streams into subblocks P0, P1, and P2.

Step 2. (Subblock Interleaving) Perform subblock interleaving on each subblock and obtain P’0 , P’1, and P’2. 

Step 3. (Bit Grouping) Group the interleaved subblocks by multiplexing P’0 , P’1, and P’2 bit by bit, Q = [P(0(1), P(1(1), P(2(1), P(0(2), P(1(2), P(2(2), …, P(0(L), P(1(L) , P(2(L)].

Step 4. (Bit Selection) Take the first Nc bits from sequence Q for the first transmission, the next Nc bits from Q for the 2nd transmission, and so on. Wrap around to the beginning of sequence Q whenever at the end of Q.
The procedure above is also illustrated in Figure 2. The subblock interleaving for each subblock can be achieved in several ways. One example is described below. A subblock of bits to be interleaved is written into an array at addresses from 0 to the number of the bits minus 1, (L‑1), and the interleaved bits are read out in a permuted order with the i-th bit being read from an address ADi (i=0, …, L‑1), as follows:

1. Determine the subblock interleaver parameters, M and J.

2. Initialize i and j to 0.

3. Find the tentative output address 
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where BROM(y) indicates the bit-reversed M-bit value of y. For subblock 0, ( = 0; for subblock 1, ( = (2M /3(; for subblock 2, ( = (2M+1 /3( (assuming mother code rate is 1/3).
4. If Tj is less than L, then ADi = Tj, and increment i and j by 1. Otherwise discard Tj and increment j only. 

5. Repeat steps 3 and 4 until all L interleaver output addresses are obtained.

Let L(=2M(J, the interleaving function in step 3 can be interpreted as (a) writing 0 to L(-1 to a table of 2M rows and J columns column-by-column, starting from the upper-left corner (row index = 0, column index = 0); (b) BROM reorder the rows of the table; (c) read out row-by-row starting from the (-th row, wrapping around to the first row if ( > 0. The read-out sequence is the {Tj} sequence. These three steps are illustrated in Figure 3. 

The parameters M and J can be determined using simple rules. For example, use the largest M in Table 1 for L ( Lmax :
	Lmax
	36
	72
	120
	240
	480
	960
	1920
	otherwise

	M
	3
	4
	5
	6
	7
	8
	9
	10


Table 1 Parameter M for BRO-based subblock interleaving

and the J value is computed using
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By using a different ( value for the bit streams, it guarantees that the adjacent bits in sequence Q, [P(0(i), P(1(i), P(2(i)], are from different trellis sections of the convolutional code. Thus this rate matching scheme avoids puncturing parity bits from the same trellis section as much as possible, and it spreads out the punctured bits on a given parity bit stream.
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Figure 3 Subblock interleaving
2.2 Rate Matching For Turbo Codes
The same rate matching approach also applies to turbo codes. The only difference in implementation is in the bit grouping step. The interleaved subblock of systematic bits is placed in the front of the buffer Q to ensure they are transmitted first. The subblocks of parity bits are multiplexed subsequently following the systematic bits in the same fashion as in 2.1. The same bit-reversal ordering (BRO) interleaving scheme is used for subblock interleaving and the same bit selection procedure to realize puncturing, repetition, and IR. The rate matching steps are as follows.
Step 1. (Bit Separation) Separate the systematic bit stream and the two parity bit streams into subblocks S, P0, and P1, respectively.

Step 2.  (Subblock Interleaving) Perform subblock interleaving on each subblock and obtain S’, P’0 and P’1. 
Step 3. (Bit Grouping) Group the interleaved subblocks by first inserting S’ and then multiplexing the P(0 and P(1 bit by bit, Q = [S’(1), S’(2), …, S’(L), P(0(1), P(1(1), P(0(2), P(1(2), …, P(0(L), P(1(L)].

Step 4. (Bit Selection) Take the first Nc bits from sequence Q for the first transmission, additional Nc bits from Q for the 2nd transmission, and so on. Wrap around to the beginning of sequence Q whenever at the end of Q.
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Figure 4 Rate 1/3 turbo encoder
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Figure 5 Bit grouping for rate 1/3 turbo code

3 Link Simulation Results
Link simulations are performed with the assumption of Table 2 and data rate definition of Table 3. For turbo code, circular buffer RM is compared with UMTS RM [1]. For convolutional code, circular buffer RM is compared with Flexible Layer One RM [2]. Link performance of the two MCS levels using turbo code and convolutional code are shown in Figure 6 and Figure 7 respectively. As can be seen, the simple circular buffer scheme performs as effective as the other more complicated rate matching alternative. 
	Parameter
	Assumption

	Carrier Frequency
	900 MHz

	Symbol rate
	325 Ksps

	Channel Model
	TU 6-tap, 3kmph

	Channel estimator
	From training sequence

	Modulation
	16QAM

	Turbo Code
	R=1/3, K=4 [1]

	Convolutional Code
	R=1/3, K=7 [3]

	# of Rx antennas
	1

	Frequency hopping
	Disabled

	Modulation detection
	Ideal

	Header detection
	Ideal

	Equalizer
	16QAM RSSE DFE


Table 2 Link simulation assumption
	MCS
	Data Block Size1 (bits)
	Data Rate (kbps)
	Header Size2 (bits)
	Coding Rate
	Interleaving depth (bursts)

	MCS7-16QAM
	2x468
	44.8
	200
	0.47
	4

	MCS9-16QAM
	2x612
	59.2
	200
	0.61
	4

	1: Two code blocks are transmitted over one radio block (4 bursts)
2: Header size includes SF and USF


Table 3 MCS assumption
4 Conclusions
We have presented a rate matching method that is much simpler to implement than current UMTS rate matching scheme. The circular buffer based rate matching realizes puncturing/repetition for all data rates and for IR retransmissions in one single scheme without explicitly defined bit puncturing/repetition patterns. It is also applicable to both convolutional codes and turbo codes. In the circular buffer scheme, modulation order in IR retransmissions is allowed to change to adapt to the channel condition. 

Concerns were raised in [4] on transmitting one large turbo encoded data block during the 20ms radio block interval. The complication with puncturing patterns in case of modulation order change in IR retransmission is the main cause for those concerns. Circular buffer rate matching provides a simple and effective solution to circumvent those problems. It is therefore proposed that the circular buffer scheme be included in the evaluation of turbo encoding and convolutional encoding of RLC data blocks. Decisions regarding turbo encoding in particular, e.g., one jointly encoded block or multiple independently encoded smaller blocks, should be made based on the evaluation in light of this rate matching scheme. Larger code block sizes may have higher coding gain and lower overhead (e.g., in CRC bits and ACK/NACK signaling for multiple short blocks). Throughput with IR retransmission should be compared for different block sizes and coding options.
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Figure 6 Link Performance comparison of Circular Buffer Rate Matching (CBRM) and UMTS Rate Matching using 16QAM modulated MCS7 (44.8 kbps) and MCS9 (59.2 kbps), encoded with turbo code 
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Figure 7 Link Performance comparison of Circular Buffer Rate Matching (CBRM) and UMTS Rate Matching using 16QAM modulated MCS7 (44.8 kbps) and MCS9 (59.2 kbps), encoded with convolutional code 
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