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GERAN Evolution – Summary of Application Gains with RTTI and Shorter RRBP
1 Introduction

The purpose with this document is to summarize gains from simulations of different applications with Reduced TTI (RTTI) and shorter RRBP and to propose these for inclusion into the Feasibility Study Report, ref [4].

This document provides simulation results for the following traffic cases:

1. End-to-end latency with Ping

2. Conversational service over packet data (VoIP)

3. E-mail receiving and sending, using POP3 and SMTP respectively
4. E-mail synchronization, using IMAP

5. Web page download, using HTTP/1.1 without Pipelining
The Ping analysis could be seen as a background to any further discussions whether a Reduced TTI has any potential to give gains to end-user services or not.

The results for 1, 3, 4 and 5 are unchanged in this document compared to ref [2] presented at GERAN #29bis. In ref [2], results were provided, among other things, for VoIP. It was discovered that wrong VoIP/AMR decoding delay was assumed in the simulator (5ms instead of 15ms). This is now corrected in these results. General conclusions are not affected by this, but some details are adjusted and further discussed in section Conclusion.
The analysis is made for single-user cases as well as for multiplexing of users in multiple-user cases. The RTT mode used is ”active RTT”, which means that TBF setup procedures are not considered.
2 Single-user cases

2.1 Introduction

Single-user cases have been analysed with simulations for Ping, VoIP, e-mail sending and receiving using SMTP and POP3, e-mail synchronization using IMAP and Web download using HTTP/1.1 without Pipelining. Single-user means, in this context, that there is only one mobile reserved per packet channel. Thus, more users can be served by one base station or cell (and even TRX) and the results in this section are still applicable.

The mobile is reserved with 4 timeslots downlink and 4 timeslots uplink in all scenarios for a fair comparison. For the legacy case, this thus assumes a type 2 mobile. For the VoIP cases, this is applicable to both the talker and the listener. For the RTTI cases, Dual-carrier is used in the downlink, whereas Dual-timeslot is used in the uplink to achieve the 10ms TTI. Thus a two TDMA frame interleaving scheme is applicable. The only used Ack/Nack enhancement is a shorter RRBP. Neither event based Ack/Nack nor piggy-backing of Ack/Nacks are included in the simulations. RLC/MAC control signaling is transmitted with the same TTI as the data blocks. Since the RTT mode is “Active RTT”, only non-distribution RLC/MAC control signaling is applicable.
2.2 Ping

End-to-end latency is typically benchmarked with a Ping traffic case. The default Ping size is 32 bytes which typically ends up with 70 bytes of RLC data: 32 bytes ICMP payload, 8 bytes ICMP header, 20 bytes IP header and 10 bytes LLC/SNDCP header. 70 bytes is valid both for request and response. The simulations performed uses 70 bytes as RLC data payload in uplink as well as downlink, and the Pings are sent back-to-back. For more details about typical RLC flow-graphs for the Ping case (single-user), see [3].
The simulation parameters used in the Ping simulations are listed in table 17.
The results from the simulations are summarized in table 1.
Table 1: Results for the single-user Ping simulations (milliseconds)
	
	MCS-5 
	MCS-6
	MCS-7

	
	Min
	Med-ian
	Ave
	95th 
	< 100ms
	Min
	Med-ian
	Ave
	95th  
	< 100ms
	Min
	Med-ian
	Ave
	95th
	< 100ms

	C/I
9dB
	20ms TTI
	129
	164
	208
	387
	0%
	129
	264
	225
	386
	0%
	
	
	
	
	

	
	10ms TTI
	81
	125
	133
	223
	39%
	72
	144
	124
	216
	43%
	
	
	
	
	

	
	Gain [%]
	37%
	24%
	37%
	42%
	
	45%
	46%
	45%
	44%
	
	
	
	
	
	

	C/I
15dB
	20ms TTI
	
	
	
	
	
	
	
	
	
	
	130
	263
	213
	270
	0%

	
	10ms TTI
	
	
	
	
	
	
	
	
	
	
	72
	143
	119
	166
	45%

	
	Gain [%]
	
	
	
	
	
	
	
	
	
	
	45%
	46%
	44%
	39%
	


The “<100ms” column in table 1 shows the number of samples with Ping times below 100ms. It is expected that the number of samples below 100ms will be even higher (for the RTTI case) when a more robust MCS is chosen. This shows that the 100ms objective (ref [4]) is reached for a large portion of the samples, even with an aggressive MCS, in non-ideal radio conditions.
2.3 PS Conversation Service, VoIP
A conversational service over GERAN packet data is analysed in this section. The scenario analysed is a mobile to mobile conversation, and the results are presented in mouth-to-ear delay for the different scenarios. 
The VoIP scenarios assume 2 AMR 7.95 frames per IP packet, which correspond to 40ms of speech per IP packet. It also assumes in-order-delivery of LLC packets and TCP/IP header compression, which makes one LLC fit into an MCS-5 (or higher) RLC data block. RLC acknowledge mode is used, even though it is expected that an RLC non-persistent mode is needed for a conversational concept.
The simulation parameters used in the VoIP simulations are listed in table 17.
The results, expressed as mouth-to-ear delay, from the simulations are summarized in tables 2 and 3.

Table 2: Results for the single-user VoIP simulations (milliseconds), C/I 9dB
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Table 3: Results for the single-user VoIP simulations (milliseconds), C/I 15dB
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The highlighted values in tables 2 and 3 are further discussed in Conclusions. 
The VoIP service has, in average, the following timeslot utilization (10ms TTI):

C/I 9dB: 18% of the 4 timeslots => 0.72 timeslots

C/I 15dB: 14% of the 4 timeslots => 0.56 timeslots

2.4 E-mail

An e-mail service is analysed in this section. The scenarios analysed are sending of an e-mail using the SMTP protocol and reception of an e-mail using the POP3 protocol. In addition, a scenario where an Inbox is synchronized is analysed using the IMAP protocol.
The simulation parameters used in the e-mail simulations are listed in table 17.
2.4.1 E-mail sending, SMTP

The scenario analysed is sending of an e-mail using the SMTP protocol.  A flow-graph of a typical SMTP scenario is described in Annex B.
The results, expressed as session time, from the simulations are summarized in tables 4 and 5.
Table 4: Result for the single-user SMTP simulations (seconds). E-mail of 5kbytes plain text.
	
	MCS-5 
	MCS-6
	MCS-7

	
	Min
	Med-ian
	Ave
	95th 
	Min
	Med-ian
	Ave
	95th  
	Min
	Med-ian
	Ave
	95th

	C/I
9dB
	20msTTI
	3.24
	4.09
	4.10
	4.60
	3.74
	4.60
	4.60
	5.11
	
	
	
	

	
	10msTTI
	2.41
	2.88
	2.90
	3.24
	2.48
	3.03
	3.05
	3.45
	
	
	
	

	
	Gain [%]
	26%
	30%
	29%
	30%
	34%
	34%
	34%
	32%
	
	
	
	

	C/I
15dB
	20msTTI
	
	
	
	
	
	
	
	
	3.09
	3.79
	3.82
	4.30

	
	10msTTI
	
	
	
	
	
	
	
	
	1.88
	2.31
	2.31
	2.59

	
	Gain [%]
	
	
	
	
	
	
	
	
	39%
	39%
	40%
	40%


Table 5: Result for the single-user SMTP simulations (seconds). E-mail of 5kbytes plain text plus 100kbytes attachment.
	
	MCS-5 
	MCS-6
	MCS-7

	
	Min
	Med-ian
	Ave
	95th 
	Min
	Med-ian
	Ave
	95th  
	Min
	Med-ian
	Ave
	95th

	C/I
9dB
	20msTTI
	19.5
	20.3
	20.3
	21.2
	19.2
	20.7
	20.7
	21.6
	
	
	
	

	
	10msTTI
	18.7
	19.5
	19.4
	19.9
	17.9
	18.7
	18.7
	19.3
	
	
	
	

	
	Gain [%]
	4%
	4%
	4%
	6%
	9%
	9%
	10%
	11%
	
	
	
	

	C/I
15dB
	20msTTI
	
	
	
	
	
	
	
	
	13.1
	13.9
	13.9
	14.7

	
	10msTTI
	
	
	
	
	
	
	
	
	10.7
	11.4
	11.4
	11.8

	
	Gain [%]
	
	
	
	
	
	
	
	
	18%
	18%
	18%
	20%


2.4.2 E-mail receiving, POP3

The scenario analysed is a reception of an e-mail using the POP3 protocol. A flow-graph of a typical POP3 scenario is described in Annex B.
The results, expressed as session time, from the simulations are summarized in tables 6 and 7.
Table 6: Result for the single-user POP3 simulations (seconds). E-mail of 5kbytes plain text.
	
	MCS-5 
	MCS-6
	MCS-7

	
	Min
	Med-ian
	Ave
	95th 
	Min
	Med-ian
	Ave
	95th  
	Min
	Med-ian
	Ave
	95th

	C/I
9dB
	20msTTI
	3.50
	4.08
	4.13
	4.68
	3.97
	4.65
	4.66
	5.21
	
	
	
	

	
	10msTTI
	2.48
	2.87
	2.90
	3.22
	2.49
	3.00
	3.00
	3.27
	
	
	
	

	
	Gain [%]
	29%
	30%
	30%
	31%
	36%
	36%
	36%
	37%
	
	
	
	

	C/I
15dB
	20msTTI
	
	
	
	
	
	
	
	
	3.02
	3.61
	3.60
	3.91

	
	10msTTI
	
	
	
	
	
	
	
	
	1.87
	2.24
	2.23
	2.46

	
	Gain [%]
	
	
	
	
	
	
	
	
	38%
	38%
	38%
	37%


Table 7: Result for the single-user POP3 simulations (seconds). E-mail of 5kbytes plain text plus 100kbytes attachment.
	
	MCS-5 
	MCS-6
	MCS-7

	
	Min
	Med-ian
	Ave
	95th 
	Min
	Med-ian
	Ave
	95th  
	Min
	Med-ian
	Ave
	95th

	C/I
9dB
	20msTTI
	26.1
	27.4
	27.4
	28.6
	27.3
	28.9
	28.8
	29.6
	
	
	
	

	
	10msTTI
	20.6
	21.8
	21.7
	22.2
	21.0
	22.6
	22.5
	23.1
	
	
	
	

	
	Gain [%]
	21%
	20%
	21%
	22%
	23%
	22%
	22%
	22%
	
	
	
	

	C/I
15dB
	20msTTI
	
	
	
	
	
	
	
	
	18.6
	19.3
	19.3
	19.9

	
	10msTTI
	
	
	
	
	
	
	
	
	14.2
	14.7
	14.7
	15.0

	
	Gain [%]
	
	
	
	
	
	
	
	
	24%
	24%
	24%
	25%


2.4.3 E-mail synchronization using IMAP

The scenario analyzed is a synchronization of an e-mail inbox using the IMAP protocol. The e-mail account consists of a number of folders, where only the Inbox is synchronized. The scenario starts with the e-mail client already running and when establishing a TCP connection. Then the e-mail client performs a login to the e-mail account. The scenario ends when all headers are downloaded and displayed in the e-mail client. Only the headers and flags (indicating “read”/”answered” etc) of the e-mails are downloaded. A flow-graph of a typical IMAP scenario is described in Annex B.
Two Inbox scenarios are simulated, first where the Inbox consists of 100 e-mails where 27 of them are new since the last synchronization. Secondly, where the Inbox consists of 20 e-mails where 5 of them are new.

The results, expressed as session time, from the simulations are summarized in tables 8 and 9.
Table 8: Result for the single-user IMAP simulations (seconds). 100 e-mail headers where 27 are new.

	
	MCS-5 
	MCS-6
	MCS-7

	
	Min
	Med-ian
	Ave
	95th 
	Min
	Med-ian
	Ave
	95th  
	Min
	Med-ian
	Ave
	95th

	C/I
9dB
	20msTTI
	5.75
	6.80
	6.81
	7.52
	6.35
	7.64
	7.65
	8.41
	
	
	
	

	
	10msTTI
	4.39
	5.02
	5.03
	5.45
	4.76
	5.38
	5.38
	5.81
	
	
	
	

	
	Gain [%]
	24%
	26%
	26%
	28%
	25%
	30%
	30%
	31%
	
	
	
	

	C/I
15dB
	20msTTI
	
	
	
	
	
	
	
	
	4.69
	5.66
	5.64
	6.10

	
	10msTTI
	
	
	
	
	
	
	
	
	3.22
	3.74
	3.74
	4.00

	
	Gain [%]
	
	
	
	
	
	
	
	
	31%
	34%
	34%
	34%


Table 9: Result for the single-user IMAP simulations (seconds). 20 e-mail headers where 5 are new.

	
	MCS-5 
	MCS-6
	MCS-7

	
	Min
	Med-ian
	Ave
	95th 
	Min
	Med-ian
	Ave
	95th  
	Min
	Med-ian
	Ave
	95th

	C/I
9dB
	20msTTI
	3.18
	3.95
	3.96
	4.50
	3.36
	4.41
	4.43
	5.02
	
	
	
	

	
	10msTTI
	2.21
	2.76
	2.77
	3.08
	2.45
	2.96
	2.97
	3.30
	
	
	
	

	
	Gain [%]
	31%
	30%
	30%
	32%
	27%
	33%
	33%
	34%
	
	
	
	

	C/I
15dB
	20msTTI
	
	
	
	
	
	
	
	
	2.69
	3.52
	3.52
	3.92

	
	10msTTI
	
	
	
	
	
	
	
	
	1.82
	2.21
	2.21
	2.44

	
	Gain [%]
	
	
	
	
	
	
	
	
	32%
	37%
	37%
	38%


2.5 Web service
A large web page, consisting of 53 objects and 289kbytes in total, was used in this analysis. HTTP/1.1 without Pipelining, as used for example by Microsoft Internet Explorer, was used for the analysis. Two parallel TCP connections are used to download the objects.
The results, expressed as session time, from the simulations are summarized in table 10. It should be noted that in a use case where the end-user uses links from a page to another page, the gain in seconds is applicable to all web pages. The gain in seconds is thus applicable to each move to a new page and can be very large in the end. As an example of 5 equally large web pages, the total gain in seconds would be 5*10=50 seconds (C/I 9dB).
Table 10: Result for the single-user Web download simulations (seconds). Web page of 289kbytes and 53 objects.
	
	MCS-5 
	MCS-6
	MCS-7

	
	Min
	Med-ian
	Ave
	95th 
	Min
	Med-ian
	Ave
	95th  
	Min
	Med-ian
	Ave
	95th

	C/I
9dB
	20msTTI
	53.6
	56.1
	55.9
	57.0
	55.2
	57.9
	57.9
	59.4
	
	
	
	

	
	10msTTI
	45.6
	46.7
	46.6
	47.5
	47.0
	48.2
	48.2
	49.3
	
	
	
	

	
	Gain [%]
	15%
	17%
	17%
	17%
	15%
	17%
	17%
	17%
	
	
	
	

	C/I
15dB
	20msTTI
	
	
	
	
	
	
	
	
	35.1
	36.4
	36.4
	37.3

	
	10msTTI
	
	
	
	
	
	
	
	
	29.7
	30.3
	30.3
	30.8

	
	Gain [%]
	
	
	
	
	
	
	
	
	15%
	17%
	17%
	17%


3 Multiple-user cases

3.1 Introduction

Multiple-user cases have been analysed with simulations for Ping, VoIP and Web download. Multiple-user means, in this context, that there is more than one mobile reserved per packet channel. Thus, the results in this section are applicable when packet channel sharing applies. The purposes with the multi-user cases are to analyse the multiplexing delays introduced from scheduling and the possible resource segregation from multiplexing different users on the same packet channels.
Time-slot reservation in the multiple-user cases are done so that there are two mobiles reserved on each packet channel, where one of them is the reference mobile. The reference mobile(s) is the mobile(s) for which end-user performance is measured and presented. Thus, a packet channel sharing of 2 applies for all used packet channels throughout the sessions. The reference mobile(s) has a 4+4 reservation, as in the single user cases. For the legacy case, this thus assumes a type 2 mobile. For the VoIP cases, there are two reference mobiles, since the results are presented in mouth-to-ear delay for a mobile-to-mobile conversation. The same time-slot reservation principle apply, i.e. two mobiles reserved on each packet channel, where one of them is the reference mobile. The two reference mobiles are not multiplexed on the same packet channels.
For the RTTI cases, Dual-carrier is used in the downlink, whereas Dual-timeslot is used in the uplink to achieve the 10ms TTI. Thus a two TDMA frame interleaving scheme is applicable. The only used Ack/Nack enhancement is a shorter RRBP. Neither event based Ack/Nack nor piggy-backing of Ack/Nacks are included in the simulations. RLC/MAC non-distribution control signaling is transmitted with the same TTI as the data blocks.
MAC scheduling principles applied are of course important and might differ between implementations. In this context two scheduling principles are applicable: “round-robin” and “QoS-based”. “Round-robin” means that the mobiles get an equal share of the packet channels’ bandwidth. “QoS-based” means that the priority (relative or absolute) between mobiles are applied in MAC scheduling, which means, higher priority mobiles will get a higher share of the packet channels’ bandwidth than lower priority mobiles. For simplicity, only one packet flow per mobile is applied. 
Three different multiple-user cases are analysed:

a) Reference mobile(s): 10ms TTI, Other mobiles: 20ms TTI

b) Reference mobile(s): 10ms TTI, Other mobiles: 10ms TTI

c) Reference mobile(s): 20ms TTI, Other mobiles: 20ms TTI
Case c) is considered the reference case, where case a) and b) shall be compared to.
Note: all the multiplexed users use the same Abis transmission time, for a fair comparison. I.e. 10ms Abis is used for case a and b and 20ms Abis is used for case c.
Multiplexing loss, used in the following chapters, is defined as how much of the timeslots that can not be utilised due to scheduling constraints, even though any transmitter has data buffered for transmitting.  

3.2 Ping

The same Ping case is used as described in chapter 2.2. The reference mobile is performing Pings, whereas the other mobiles perform a constant UDP flow in both UL and DL. A “round-robin” MAC scheduling is applied to all mobiles, which means that all mobiles have the same priority.

The simulation parameters used in the Ping simulations are listed in table 17. Note that table 17 only shows the single-user delays. Any additional delay from multiplexing and USF scheduling is fully considered in the simulator. 

The results from the simulations are summarized in table 11. The A, B and C cases are described in section 3.1.
Table 11: Results for the multiple-user Ping simulations (milliseconds) 
	
	MCS-5 
	MCS-6
	MCS-7

	
	Min
	Median
	Ave
	95th 
	Multiplexing Loss
	<100 ms
	Min
	Median
	Ave
	95th 
	Multiplexing Loss
	<100 ms
	Min
	Median
	Ave
	95th 
	Multiplexing Loss
	<100 ms

	C/I
9dB
	A
	102
	189
	180
	274
	5.2%
	0%
	81
	156
	151
	249
	8.1 %
	29%
	
	
	
	
	
	

	
	B
	91
	179
	181
	218
	0%
	8%
	73
	156
	151
	255
	0%
	27%
	
	
	
	
	
	

	
	C
	161
	285
	264
	406
	0%
	0%
	142
	265
	230
	386
	0%
	0%
	
	
	
	
	
	

	
	Gain

A vs. C 
	37%
	34%
	32%
	33%
	
	
	43%
	41%
	34%
	35%
	
	
	
	
	
	
	
	

	
	Gain

B vs. C
	43%
	37%
	31%
	46%
	
	
	49%
	41%
	34%
	34%
	
	
	
	
	
	
	
	

	C/I

15dB
	A
	
	
	
	
	
	
	
	
	
	
	
	
	81
	154
	142
	216
	4.5%
	30%

	
	B
	
	
	
	
	
	
	
	
	
	
	
	
	75
	155
	146
	216
	0%
	26%

	
	C
	
	
	
	
	
	
	
	
	
	
	
	
	142
	264
	222
	308
	0%
	0%

	
	Gain

A vs. C  
	
	
	
	
	
	
	
	
	
	
	
	
	43%
	42%
	36%
	30%
	
	

	
	Gain

B vs. C
	
	
	
	
	
	
	
	
	
	
	
	
	47%
	41%
	34%
	30%
	
	


3.3 PS Conversation Service, VoIP

The same VoIP case is used as described in chapter 2.3. There are two reference mobiles performing a mobile-to-mobile VoIP conversation, whereas the other mobiles perform a constant UDP flow in both UL and DL. A “QoS-based” MAC scheduling is applied to all mobiles. The reference mobiles have an absolute priority (for example QoS Conversational) over the other mobiles (for example QoS Interactive). The scenario analysed is a mobile to mobile conversation, and the results are presented in mouth-to-ear delay for the different scenarios. 
The simulation parameters used in the VoIP simulations are listed in table 17. Note that table 17 only shows the single-user delays. Any additional delay from multiplexing and USF scheduling is fully considered in the simulator. 

The results from the simulations are summarized in tables 12 and 13. The A, B and C cases are described in section 3.1.
Table 12: Results for the multiple-user VoIP simulations (milliseconds), C/I 9dB
	
	MCS1
	MCS2
	MCS5
	MCS6

	C/I [dB]
	Scenario
	Min
	Med
	98th
	Multiplexing loss  [%]
	Min
	Med
	98th
	Multiplexing loss [%]
	Min
	Med
	98th
	Multiplexing loss [%]
	Min
	Med
	98th
	Multiplexing loss [%]

	9
	A
	146
	198
	358
	3.3
	130
	187
	336
	4.6
	128
	190
	308
	11.0
	128
	227
	379
	10.2

	
	B
	147
	205
	382
	0
	133
	223
	405
	0
	128
	189
	312
	0
	128
	228
	376
	0

	
	C
	179
	247
	472
	0
	178
	348
	594
	0
	175
	284
	455
	0
	175
	332
	534
	0

	
	Gain A vs. C [%]
	18
	20
	24
	
	27
	46
	43
	
	27
	33
	32
	
	27
	32
	29
	


Table 13: Results for the multiple-user VoIP simulations (milliseconds), C/I 15dB
	
	MCS5
	MCS6
	MCS7
	MCS8
	MCS9

	C/I [dB]
	Scenario
	Min
	Med
	98th
	Multiplexing loss [%]
	Min
	Med
	98th
	Multiplexing loss [%]
	Min
	Med
	98th
	Multiplexing loss [%]
	Min
	Med
	98th
	Multiplexing loss [%]
	Min
	Med
	98th
	Multiplexing loss [%]

	15
	A
	127
	141
	195
	13.1
	127
	145
	224
	12.6
	127
	204
	249
	12.2
	128
	218
	304
	12.4
	127
	222
	302
	12.1

	
	B
	127
	142
	207
	0
	127
	146
	229
	0
	128
	209
	252
	0
	128
	222
	305
	0
	132
	226
	306
	0

	
	C
	174
	188
	297
	0
	174
	191
	315
	0
	175
	297
	361
	0
	177
	312
	439
	0
	187
	318
	440
	0

	
	Gain A vs. C [%]
	27
	25
	34
	
	27
	24
	29
	
	27
	31
	31
	
	28
	30
	31
	
	32
	30
	31
	


The highlighted values in tables 12 and 13 are further discussed in Conclusions. 

3.4 Web download

The same Web download case is used as described in chapter 2.5. The reference mobile is performing Web download, whereas the other mobiles perform a constant UDP flow in both UL and DL. A “round-robin” MAC scheduling is applied to all mobiles, which means that all mobiles have the same priority.

The simulation parameters used in the Web simulations are listed in table 17. Note that table 17 only shows the single-user delays. Any additional delay from multiplexing and USF scheduling is fully considered in the simulator. 

The results from the simulations are summarized in table 14. The A, B and C cases are described in section 3.1.
Table 14: Results for the multiple-user Web download simulations (seconds)

	
	MCS-5 
	MCS-6
	MCS-7

	
	Min
	Median
	Ave
	95th 
	Multiplexing
Loss  
	Min
	Median
	Ave
	95th 
	Multiplexing
Loss 
	Min
	Median
	Ave
	95th 
	Multiplexing

Loss 

	C/I
9dB
	A
	81,1
	82,6
	82,4
	83,2
	0,2%
	79,2
	80,6
	80,5
	81,4
	~0%
	
	
	
	
	

	
	B
	81,0
	82,2
	82,2
	83,6
	0%
	78,9
	80,2
	80,3
	81,2
	0%
	
	
	
	
	

	
	C
	88,6
	90,5
	90,6
	92,2
	0%
	86,8
	88,5
	88,8
	91,1
	0%
	
	
	
	
	

	
	Gain

A vs. C 
	8%
	9%
	9%
	10%
	
	9%
	9%
	9%
	11%
	
	
	
	
	
	

	
	Gain

B vs. C
	9%
	9%
	9%
	9%
	
	9%
	9%
	10%
	11%
	
	
	
	
	
	

	C/I

15dB
	A
	
	
	
	
	
	
	
	
	
	
	48,6
	49,4
	49,4
	49,9
	~0%

	
	B
	
	
	
	
	
	
	
	
	
	
	48,4
	49,6
	49,5
	50,2
	0%

	
	C
	
	
	
	
	
	
	
	
	
	
	55,4
	56,4
	57,2
	57,5
	0%

	
	Gain

A vs. C  
	
	
	
	
	
	
	
	
	
	
	12%
	12%
	14%
	13%
	

	
	Gain

B vs. C
	
	
	
	
	
	
	
	
	
	
	13%
	12%
	13%
	13%
	


4 Conclusions
4.1 General

The simulator has used a Reduced TTI, related Abis improvements (product implementation) and a shorter RRBP (i.e. reduced by 4 TDMA frames). The latency gains from Abis improvements are 20ms per round-trip, and the shorter RRBP improves every downlink re-transmission by 20ms. The rest of the improvements, which is thus the major part, come from the Reduced TTI.
It is proposed that the Feasibility Study Report (ref [4]) is updated with the corrected results in sections 2.2, 2.3, 2.4.1, 2.4.2, 3.2 and 3.3, and that the results regarding Web download and IMAP in sections 2.4.3, 2.5 and 3.4 are added. In addition, sections 4 and 5 are proposed to be included in ref [4].
4.2 Single-user cases

Reduced TTI, shorter RRBP and related Abis improvement give an end-to-end latency (as measured with Ping) gain of around 40% in the single-user cases. Approximately 40% of the RTTI Ping samples meet the objective in ref [4] of a round-trip below 100ms in non-ideal radio conditions with the given MCSs.
The improvement in roundtrip gives a significant gain to an e-mail service. For up/down-loading this is especially true for small e-mails/Inbox, where the relative gains decrease for larger e-mails/Inbox. The gains are:

· SMTP: 29-40% for small e-mails (5kbyte) and 4-18% for large e-mails (5+100kbytes)
· POP3:  30-38% for small e-mails and 21-24% for large e-mails
· IMAP: 30-37% for small Inbox  and 26-34% for medium sized Inbox 
Conversational VoIP targets are assumed as:

· Mouth-to-ear delay target of  £ 300ms (ref [1])

· FER target of  £ 1% per link => £ 2% end-to-end (ref [5] for speech channels) 

As can be seen from the result tables (and yellow marks), the legacy case does not meet the targets of 300ms@2% FER at all at C/I 9dB. The RTTI case meets these targets with MCS-5. At C/I 15dB the legacy case meets the targets with MCS-5 whereas the RTTI case meets the targets using MCS-9. This implies that RTTI is needed to meet the conversational targets at lower C/I, and that the RTTI cases gives significant capacity increase potential, since a higher MCS can be used and still meet the targets. 
The improvement in round-trip also gives gains to a Web download. The Web download using HTTP/1.1 gives a gain of 17% for a large Web page. 
4.3 Multiple-user cases

Reduced TTI, shorter RRBP and related Abis improvement give an end-to-end latency (as measured with Ping) gain of around 35% in the multiple-user cases.
For VoIP (as can be seen from the result tables and yellow marks), the legacy case does not meet the targets of 300ms@2% FER at all at C/I 9dB. The RTTI case meets these targets with MCS-5 (308ms). At C/I 15dB the legacy case meets the targets with MCS-5 whereas the RTTI case meets the targets using MCS-9 (302ms). This implies that RTTI is needed to meet the conversational targets at lower C/I, and that the RTTI cases gives significant capacity increase potential, since a higher MCS can be used and still meet the targets. 
In the cases of multiplexing RTTI and legacy mobiles the multiplexing loss, or resource segregation, for the Ping cases are 5-8% and for the VoIP cases 3-13%. The loss is due to that the Ping and VoIP cases implies many starts and stops of data transfer (short bursts of payload), and could therefore be seen as worst case scenarios. Note also that the analysis considers only one RTTI mobile per packet channel. As can be concluded from the Web download cases, the multiplexing loss is very small, £0.2%.

Modulation segregation (i.e. the same modulation needs to be used on both 10ms sub-slots to be able to USF schedule other mobiles) is not considered in this analysis, since fixed MCSs are used. Possible techniques to handle modulation segregation are discussed in ref [3].
4.4 Capacity gain
Even though capacity gains have not been explicitly evaluated, it is clear that a shorter session time gives a capacity gain, since any pooled resources may be re-used earlier, for other sessions, from the pool. 
In the simplest model, where up-to one user is located in each cell, the gain per application can be directly translated into HW savings of any HW resources that are pooled between the cells. As an example, this would mean a HW saving of 4-40% for e-mail and web services.
The timeslot utilization, for the used VoIP model, has been shown to be 0.6-0.7 timeslots per user.
5 Summary of Results

This section summarizes the gains achieved with the RTTI cases compared to the legacy cases. In table 15, the gains are shown for the single-user cases and table 16 shows the gains for multiple-user cases.
Table 15: Summary of results, single-user cases

	Application
	Relative Gain (legacy case vs RTTI case)
	Absolute Gain (legacy case vs RTTI case)

	Small e-mail send, SMTP
	29-40%
	~1.5 seconds

	Large e-mail send, SMTP
	4-18%
	~2 seconds

	Small e-mail receive, POP3
	30-38%
	~1.5 seconds

	Large e-mail receive, POP3
	21-24%
	~6 seconds

	Small Inbox synch, IMAP
	30-37%
	~1.5 seconds

	Medium Inbox synch, IMAP
	26-34%
	~2.5 seconds

	Large Web-page download
	17%
	~10 seconds

	Ping
	37-45%


	~100ms

(40% of samples below 100ms)

	VoIP
	Not of significant interest
	VoIP works at cell border (C/I 9dB).
Capacity increase potential at C/I 15dB.


Table 16: Summary of results, multiple-user cases
	Application
	Relative Gain (legacy case vs RTTI case)
	Absolute Gain (legacy case vs RTTI case)

	Large Web-page download
	9-14%
	~8 seconds

	Ping
	32-26%
	~80ms

(~30% of samples below 100ms)

	VoIP
	Not of significant interest
	VoIP works at cell border (C/I 9dB).

Capacity increase potential at C/I 15dB.
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Appendix A: Simulation parameters

Table 17: Simulation parameters used in the VoIP simulations

	Type
	Value
	Comment

	Radio Conditions
	TU3iFH, C/I 9dB and 15dB
	-

	RLC re-transmission scheme
	RLC acknowledged mode
	Unlimited number of re-transmissions.

	RRBP
	20ms TTI: 

20ms response time
10ms TTI: 

20ms response time
	The RRBP for both 20ms and 10ms TTI is set to 20ms reaction time in the mobile for an RRBP poll (after reception of the RRBP poll block). Thus 20ms reaction time is valid for both 20ms and 10ms TTI, for a fair comparison. Note that this implies a reduced RRBP compared to the legacy case (which is 40ms).

	AMR encoding delay
	40+15 = 55ms
	Only applicable to the VoIP cases.

40ms speech (2*AMR frames) packed into one IP packet plus 15ms processing time. 

	AMR decoding delay
	15ms
	Only applicable to the VoIP cases.

Processing time.

	MS delay, UL/DL
	Both cases: 

5/5 = 10ms
	Processing time.

	Abis, UL/DL
	10ms TTI: 

10/10 = 20ms

20ms TTI: 

20/20 = 40ms
	Product implementation. 20ms reduction from product improvement, for a round-trip.

	TTI
	10ms and 20ms
	Applicable both to data and RLC/MAC non-distribution control signaling.

	Core Network + server delay, UL/DL
	Both cases:

5/5 = 10ms
	Processing and transport time.

	BSS buffers, UL/DL
	10ms TTI: 

0/10 = 10ms

20ms TTI: 

0/20 = 20ms
	Product implementation. Processing time rounded up to the nearest TTI.

	Application data to Um synchronization, UL/DL
	10ms TTI: 

0..10/0..10 = 0..20ms

20ms TTI: 

0..20/0..20 = 0..40ms
	Um slot waiting time UL and DL in a single-user case. In multi-user cases scheduling principles apply as well. Further discussed in ref [3].


Appendix B: Flow-graphs of SMTP and POP3 scenarios
Figure 1 and 2 shows typical flow-graphs for the SMTP and POP3 scenarios respectively. Figure 3 show a typical flow-graph for the IMAP scenarios. All packet sizes are the IP packet lengths. TCP ACK/NACKs are left out for simplicity.

[image: image3]
Figure 1: Message flow-graph for e-mail sending using SMTP
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Figure 2: Message flow-graph for e-mail reception using POP3
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Figure 3: Message flow-graph for e-mail synchronization using IMAP
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