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Performance of DL suspend solution for Streaming QoS
1 Introduction

Currently in TSG GERAN various solutions to better support Streaming services are being studied within the scope of the WI for Seamless support of Streaming services. This paper performs further studies on one of the solutions called BSSGP Radio Status/SGSN suspend. This solution is based on the BSS having the option to suspend the DL flow of packets from the SGSN prior to the MS making a Cell change to a new cell where it is not possible for the BSS to re-route the packets to (e.g. at Inter-RA change). This will make it possible to support loss-less DL service with minimum service interruption. The solution is described further in [3]. In [4] issues were raised with this solution related to how fast the BSS buffer can be emptied in the old cell in order to completely avoid packet loss. This paper studies the performance of the emptying the BSS buffer further by analysing a worst case scenario on how much data will be in the BSS buffer prior to cell change. 
2 Simulation Assumptions

The following assumptions are used in the studies below.

· The service simulated is an RTP/UDP/IP Streaming services.

· The bit rate when applicable is 30 kbps with packet sizes of 500 octets.

· For the RLC windows studies the modulation and coding scheme assumed is MCS-4. The MS is using 3 DL slots. In the cell border scenario the link rate is temporarily less than the server/play out rate (28 vs. 30 kbps) in order to simulate poor signal to noise ratio in the old cell. The exact degradation of the link quality at cell border will depend on a number of parameters, however in the short time frame assumed in this study (1-2 seconds) it is assumed the link quality would be constant. 

· The Streaming service is realized without using any Gb flow control during normal operation (worst case scenario). At the cell change itself the suspend solution acts as a form of flow control between the BSS and SGSN since it suspends the DL flow from the SGSN. 

· For the case of inter-SGSN cell change it is assumed that the old SGSN will be able to forward to the new SGSN all streaming payload not sent to the BSS (i.e. payload the SGSN may have in its buffer at the point of suspend and the payload that is received from the GGSN thereafter). The delay associated with this forwarding of data is not studied in this paper.

· An SGSN buffering capability sufficient to manage the worst-case interruption periods is assumed. In a real system it is assumed however that it is acceptable to throw away packets from the SGSN buffer that will not meet the delay requirements. 

· The available link rate in the BSS is on average 110% of the Streaming server and play out rate.

· Since the Streaming service has a “constant” bit rate it is assumed that the BSS does not in the stationary case try to smooth out the traffic by any additional buffering. This means that in the stationary case (e.g. no link interruptions) a maximum of one LLC frame of data plus the data not yet acknowledged will be stored in the BSS. It is also assumed that the variations of the IP packet arrival in the SGSN is low.

3 Study of the total BSS Buffer Size at Time of Cell Change

3.1 General

In this section the amount of data in the BSS buffers and RLC window prior to the Cell change is studied. For the study of the BSS buffers during cell/RA changes a simple mobility model has been used (Ch 3.2) and for the study of the amount of data in the RLC window a link simulator has been used (Ch 3.3). In Ch 3.4 the total BSS buffer is studied. 

3.2 Amount of data in BSS buffer due to Cell/RA change (Mobility model)

3.2.1 Methodology

Simulations have been carried out by the following approach. First, the model described in [1] was implemented to calculate the distribution of the total link outages given the following input parameters:

· The distribution of the time between a cell change,

· The probability for a RA update taking place in conjunction with a cell change and 

· The distributions of the durations of link interruptions (outages) occurring at cell change and at RA update.

Additionally a queuing model was implemented with which we monitored the size of the BSS queue over time. Scenario 2 as thoroughly described in [2] was simulated, i.e. the rate provided by the air interface was assumed to be larger than the streaming server bit-rate and the play-out rate. Thus, only during a link outage (i.e. during a cell change and /or RAU) a queue builds up in front in the network. This scenario is shown in Figure 1.
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Figure 1. BSS buffer size reaction to link outages

In the figure above, the transmission rate over the air interface μL switches between two states: μL = 0, meaning that the link is down (due to cell change) and μL = μL0+10%, meaning that the link rate is 10% higher than the streaming server bit-rate, μL0. The BSS queue is depicted as bL(t).
· As is visible from the figure, the queue builds up in the networks when μL = 0, and the queue decreases once μL =  μL0+10% again. In this study, we are interested in the size of the BSS queue when a link outage occurs. This value depends on the time that has expired since the previous link outage (and the duration of the previous link outage). 

For example, at time t2 (when an outage occurs), the BSS queue is empty, since a long time has expired since the previous link outage. But at time t3, the BSS queue is not empty since only a short time has expired since the previous link outage. 

Hence, the BSS queue size at the time of a cell change will be determined by the distribution of durations of outages occurring at the cell change/RAU (see Table 2 below) and the inter-arrival time of the cell changes (see Table 1 below). The assumptions made concerning this are described in the next section.

In the study, we considered both normal cell changes and cell changes involving a RA change.
3.2.2 Parameter Settings

	Parameter
	Value
	Unit

	Time between cell changes
[Capped normal distribution]
	Average
	60
	Seconds

	
	Standard deviation
	25
	-

	
	Minimum
	5
	Seconds

	Probability of RA change at cell change [Bernoulli distribution]
	Probability
	15%

	Max link rate compared to play-out rate
	110
	Percent

	Duration of the Streaming Session
	240
	Seconds

	Number of simulations
	200 * 104
	-


Table 1: Simulation parameters for calculation of link outages

Table 1 shows the assumptions in the simulations. In 15% of the cases, the cell change was combined with a RAU procedure. This figure is rather high and may be regarded as a worst-case scenario.  The inter-arrival time of the cell changes were modelled as a capped normal distribution as in [2].

	Parameter
	Distr. 1
	Distr. 2
	Distr. 3
	Distr. 4
	Unit

	Interruption Time at Cell Change 
[Shifted Rayleigh distribution]
	Average
	0.7
	1.125
	1.5
	2.25
	Seconds

	
	Shift
	0.3
	0.375
	0.5
	0.75
	Seconds

	Interruption Time at Cell Change with RAU 
[Shifted Rayleigh distribution]
	Average
	1.5
	2.25
	3.75
	5.25
	Seconds

	
	Shift
	1
	0.75
	1.25
	1.75
	Seconds


Table 2. Simulated Distributions of Interruption Times for Cell Change and RAU

The duration of the cell changes were (like in [2]) modelled as a shifted Rayleigh distribution. In order to assess the impact of this distribution on the size of the BSS queue, we simulated four different distributions (all shifted Rayleigh distributions with different parameters as shown in Figure 2). The average outages for Cell Changes are the lowest for Distribution 1 and the highest for Distribution 4.

3.2.3 Results
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Figure 2. CDF for BSS Buffer Sizes for different interruption time distributions

Figure 2 depicts the CDF for the BSS buffer size sampled when a cell change occurs. The buffer size is expressed in number of seconds that it takes to drain the buffer, given that the link-rate is 10% higher than the streaming server bit-rate. As expected, the longer the average cell-changes the more data is queued in the BSS. 
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Table 3. Percentiles for amount of  data buffered in BSS at time of a cell change/RAU for different interruption time distributions 

In this model the possibility of an LLC packet arriving just prior to the cell change is not modelled. The impact of that is instead captured in Ch 3.4.

For further studies in this paper the results from Distribution 3 is used since it is the scenario that is considered most reasonable for a Rel-5 system. Other companies are encouraged to also study other scenarios.

3.3 Amount of data in RLC window (Link model)

3.3.1 Methodology

In order to study how much data is in the RLC window during normal operation for 30 kbps streaming service a link model has been used.

The important parameters of the model are:

Coding scheme: 
MCS-4 with IR (no link adaptation used)

Propagation channel: 
TU3iFH

Sensitivity limited, no co-channel interference

Round trip time: 
6 radio blocks (120 ms)

ACK/NACK polling period: 16 radio blocks (320 ms) (Considered as a worst-case scenario. Shorter polling period decreases the amount of outstanding data) 

Number of transmitted blocks: 5000

Number of timeslots: 
1

The sensitivity at a typical cell border varies heavily depending on network planning, load and other factors. The simulation has studied the scenario when Eb/N0 equals 7.5 dB, which is used to simulate the performance at cell border. Eb/N0 = 7.5 dB gives an average bit rate of 9.3 kbps.

The simulations has been performed for a single DL timeslot, however it is possible to also calculate the amount of data in the RLC window (e.g. the number of RLC blocks that needs re-transmission) also for 3 DL timeslots by just multiplying the data in the RLC window for the single timeslot case by 3 assuming the polling period is kept the same time wise (i.e. 48 blocks for 3 timeslots.). 

3.3.2 Results for Eb/N0 = 7.5 dB

Figure 1 below show the CDF for the number of transmissions needed for each radio block to be correctly received in the simulated scenario. The results show that a very high success rate can be achieved with incremental redundancy with very few re-transmissions. This is also true for a scenario that can be considered at the cell border. The possible bit-rate per timeslot in this scenario is 9.3 kbps. 
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Figure 3: Cumulative distribution of the number of transmissions needed to pass.

	1
	2
	3
	4
	5

	0.215
	0.908
	0.991
	0.998
	1.000


Table 1: Data from Figure 1 tabulated.

Figure 2 below show the PDF for the number of outstanding radio blocks in each Ack/Nack report in the simulated scenario. The total number of outstanding RLC blocks will be slightly higher since the Ack/Nack report is received one RTT after it was polled for. In this scenario we assumed the worst case that 6 more RLC blocks are outstanding for each DL TS. In Figure 2 only one timeslot is considered. The amount of data also needs to be multiplied by 3 in order to get the RLC window for the case of 3 DL timeslots. Table 2 shows the total amount of outstanding data in the RLC window for 3 DL timeslot.
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Figure 4: Distribution for the number of incorrectly received RLC blocks indicated by the ACK/NACK report.

	50% percentile
	95% percentile
	98% percentile

	(8 + 6) * 3 = 42
	(14 + 6) * 3 = 60
	(15 + 6) * 3 = 63


Table 2: Maximum amount of outstanding RLC blocks (Ack/Nack + 6 blocks/TS) in the 3 DL timeslot case for 50%, 95% and 98% of the mobiles. 

3.4 Total BSS buffer size

In this study it is assumed that the total BSS buffer size prior to a Cell change is the sum of:

· The data in the BSS buffer due to earlier link interruptions that have not yet been sent over the air interface.

· An additional LLC block in order to simulate the possibility that an LLC block just arrived at the BSS.

· The amount of data in the RLC send window (e.g. Outstanding RLC blocks). 

With the assumption taken earlier in this paper (e.g. Distribution 3, Eb/N0 = 7 dB) and looking at the 95% percentile of the BSS buffer and RLC window the total amount of BSS buffer data becomes:

	BSS buffer due to mobility (95% percentile, Distribution 3)
	One 500 octet LLC PDU
	RLC Window (assuming MCS-4, 95% percentile, 3 DL TS)
	Total BSS buffer

	1 * 30 kbps = 30 kb
	4 kb
	352 * 60= 21 kb
	55 kb


Table 3: Amount of Data buffered.

From the results in Table 3 it can be seen that the amount of data buffered in the BSS is mostly related to the possibility of earlier link interruptions while the amount of data in the RLC window plays a smaller part. This is true even in bad channel conditions at the cell border with quite long polling period.

4 Study on how fast the total BSS buffer is emptied 

4.1 General

This chapter proposed a simple algorithm that can be used in order to empty the buffer in a reasonable time. The starting point of the algorithm is the point where the DL flow is suspended from the SGSN and the MS is waiting to go to the target cell. It is assumed the MS can stay in the old cell until it receives and Packet Cell Change Order (PCCO). This is only possible today if the MS is put in NC2. In this study it is assumed that the MS is at cell border with the same link performance as described in Ch 3.3.

4.2 Description of the algorithm

STEP 1. Continue normally until no un-transmitted data is left.

At the starting point the amount of data in the BSS will partly be due to earlier link interruptions (and newly arrived LLC packet) and not yet acknowledge packets in the Send RLC window. In this simple algorithm the BSS continue to send/re-send packets as it did prior to DL suspend (i.e. using the same polling rate) until all data has been sent at least once. How long time this will take will depend on the bit rate and on how much data that is in the BSS buffer prior to the cell change, which has not been sent over the air interface yet.

STEP 2. Send all remaining data in the RLC send window once and poll.

At this point there is only re-transmissions left. The simple solution chosen here is to just re-transmit all the packets once and poll for an Ack/Nack report. The Ack/Nack report will arrive one RTT later.

STEP 3. Upon reception of the Ack/Nack report, re-transmit all outstanding packets X times and send a PCCO without polling for Ack/Nack reports.

At this point the BSS will have accurate knowledge of which packets that are not received by the MS. Since the number of packets is quite small, all of the packets left can be re-transmitted without additional polling X number of times. Choosing a value of X equal 3 for instance will make the probability of packet errors extremely small and will not waste that much resources.

4.3 Results

Since the performance of the emptying of the BSS buffer is very dependant on implementation and the state of the buffer the results in this section should just be considered as an example on how long time it can take to empty the BSS buffer. It is up to the GERAN community to assess if the example can be considered as a likely worst-case scenario in the content of the BSSGP Radio Status/Suspend solution.

Delay in STEP 1:

The result in Ch 3.4 indicates that the amount of data in the BSS that has not yet been sent to the MS was in 95% of the cases less than 34 kb (Mobility buffer plus 1 LLC frame). With a link rate of 28 kbps (9.3 kbps/TS) at the cell border it will take roughly 1.2 second before reaching STEP 2. (e.g. when all packets has been sent at least once).

Delay in STEP 2:

At this point it is assumed that the RLC send window will contain 60 RLC blocks. The majority of the blocks have been sent only once. In this worst case scenario we assume all of them has been sent just once.

If all these packets are sent one more time and the BSS polls for Ack/Nack report this will take:

Time to send the data = 60 blocks / 3 TS * 20 ms = 400 ms

Total time = 400 ms (data) + 120 ms (RTT) = 520 ms

Delay in STEP 3:

The probability that a packet would fails a given re-transmission is given by the inverted CDF in Table 2. From there it can be seen that 10% of all packets will fail the second re-transmission. In this scenario it is assumed that 6 blocks out of the 60 blocks send in STEP 2 will fail. At this STEP these packets are re-sent 3 times. This will take 6 * 20 ms =120 ms. After that the BSS send the PCCO. If the BSS wants to be absolutely sure the MS has received all packets it needs to poll the MS for Ack/Nack report and wait one additional RTT. The probability however that any of the 6 packets will be received after a minimum of 5 transmissions is quite small. 

Total delay of STEP 1-3:

The total time it takes to empty the BSS buffer in this scenario is 1.2 s + 0.52 s + 0.12 = 1.84 s

5 Methods to keep the MS in the cell longer

In order for the BSS to keep the MS in the old cell longer than one second after receiving a Cell Change Notification the BSS must order the MS into NC2. This is done by sending a Packet Measurement Order. In this case the BSS will not be interested in the MS measurement reports rather it is used in order to force the MS to stay in the same cell. In the subsequent Packet Cell Change Order it is possible to order the MS back to NC0. It is FFS if other solutions to keep the MS longer in the old cell should be considered for Rel-6. 

6 Conclusions

The time it takes to empty the BSS buffer in this scenario is less than 2 seconds. From this result the BSSGP Radio Status/SGSN suspend solution can be considered feasible in most cases. There still might be some scenarios were it takes longer time to empty the BSS buffer, however there are also many ways to reduce the BSS buffer further than in this scenarios so it is still foreseen that the BSSGP Radio Status/SGSN suspend solution would work also in other scenarios. Below is some ways that can be used to further reduce the BSS buffer.

 In this study, we have assumed that all streaming data is buffered in the BSS. However, it would be feasible to buffer some of this data in the SGSN by using BSSGP Flow Control. So after a link interruption have occurred the already existing Gb flow control procedures will stop the DL flow to the BSS preventing the BSS buffer from becoming bigger than a certain size, which is considered acceptable in order to empty the BSS buffer quickly at next cell change. It is also possible to poll for Ack/Nack report on RLC more often thus reducing the number of outstanding RLC blocks prior to the cell change. 
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