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Abstract of the contribution: This contribution proposed the way forward regarding the node level event report for UDM, e.g. events indicated via HSS reset in EPC.
1. Introduction

In EPC, HSS reset mechanism is defined for the scenarios below:

1) To indicate the MME/SGSN that a failure has occurred in HSS after a restart, as the HSS may have lost the current MME/SGSN identity.

2) As part of operation and maintenance actions, e.g. to allowed planned HSS outage without service interruption, or to update subscription data shared by multiple subscribers.

Corresponding Contribution on supporting UDM reset operation in 5GC have been proposed in SA2 #131, while it was pointed out that some of the use cases have already been defined by CT WG4 (e.g. shared subscription data update). To avoid potential conflict, it’s suggested to discuss and find a solution for these use cases in CT4 instead. 
2. Discussion 

As listed above, the HSS reset mechanism has been applied for three exampled use cases in EPC as below:
1) restart after failure.

2) planned HSS outage without service interruption.

3) updates of subscription data shared by multiple subscribers.

In 5GC, it’s defined that the UDM may store the UE context in AMF/SMF/SMSF into the UDR, or into the UDSF if applicable, namely, the UDM is stateless in this case. In this case, when the UDM restarts after failure or is under planned outage, the UE context can be retrieved from UDR or UDSF instead as defined in Annex B in TS 29.503, and thus there’s no need to trigger the restoration function in AMF/SMF/SMSF. However, if the UDM stores those dynamic UE context locally, namely, the UDM is stateful, similar mechanism with HSS reset may then need to be supported. Under this condition, same scenarios in EPC need to be considered.

For the third scenario listed above, as the batch update upon subscription data shared by multiple subscribers has already been defined in TS 29.503 as part of the Shared_Data WID in CT4, and it is allowed that the AMF/SMF/SMSF subscribe on changes of shared-data with shared-data ID. This solution can already cover this use case, thus it is out of the scope of this discussion paper.

For the first scenario, when the UDM restarts after a failure occurred, the UDM then needs to notify the related AMF/SMF/SMSF accordingly. To achieve this goal, an alternative solution defined in clause 6 in TS 23.527 might be adopted for UDM, e.g. the NF Failure and Restart Detection using the NRF. By detecting the heartbeat Failure of UDM, the UDM restart/failure status can be detected and notified to the NFs which have subscribed to the status of the UDM instance before. 
For the second scenario, operator may plan the UDM outage for maintenance reasons, e.g. relocation of subscription data in batches, device replacement, etc. This is similar with the deregister operation of NF service/instance to some extent, thus the NRF can notify the related AMF/SMF/SMSF upon receiving the deregister request from UDM. The only difference with the solution above is that the NRF received the indication from UDM explicitly.
Observation 1: Solution A) NRF detects or receives the restart/planned outage event respectively, and notifies the related AMF/SMF/SMSF instances.

Besides, as defined in TS 29.272, when receiving the Reset message from HSS which doesn’t contain any operation upon subscription data, the MME/SGSN shall mark all impacted subscriber records “Location Information Confirmed in HSS” as “Not Confirmed”, and ULR needs to be performed afterwards. This process may involve huge amount of processing/signaling load. 
When it comes to the solution above, when the NRF decides to notify the related AMF/SMF/SMSF instances, it may be  difficult for the NRF to determine how should the UDM Service status change event be notified to all the related NF instances, as the NRF has no idea of the scale of the impacted users in each NF Service Subscriber, which may result in network fluctuation among the impacted control plane NF instances. 

Based on consideration above, an enhanced variant of Solution A) can be listed as below:
Observation 2: Solution A1) Within the notification message received from the failed UDM instance, number of impacted users within each Consumers, thus the NRF can determine the gap time between each NF Service Status notification to lower the influence on newtwork performance to some extent.
In this solution, the NRF may be involved within the service level implementation, as it need to keep the notification process running for a long time, e.g. for several hours, or longer. Which may make the logic in NRF complicated enough.
An altenative solution similar with HSS reset in EPC may be adopted that, that a new UDM service is proposed to allow the NF level event subscribption/notification for restart/planned outage event. In this case, when determining that the restart/planned outage event need to be notified, the UDM can determine the time gap and assess the impact this may have on the overall network performance. 
Observation 3: Solution B) AMF/SMF/SMSF subscribes to the NF level event of UDM, and the UDM notifies AMF/SMF/SMSF when needed.

Pros and Cons of the solutions mentioned above can be listed as below:

Pros:
A) No changes to the TS is required;
A1) The UDM needs to provide the number of impacted subscribers per Consumer NF;
B) Less influence on the network performance as the UDM can determine the scale of signaling load, e.g. based on impacted user number;
Cons:

A) Network fluctuation may occur if the event is notified within an improper gap time;
A1) The NRF can have better knowledge on the influence of the NF status notification process;
B) New Service needs to be defined for the stateful UDM;
Based on the comparison above, it can be found, to avoid great impact upon the core network for the stateful UDM, solution B) is proposed to be approved.
Proposal: A new node level event subscribe/notify service operation is proposed to be introduced.
3. Proposal
To conclude, a new node level event subscription service is proposed to be added to support the notification of node level events, e.g. UDM restart event or planned UDM outage event. Detailed proposal is depicted in C4-19XXXX & C4-19XXXX for TS 23.527 and TS 29.503 respectively. 
