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1. Introduction
<Introduction part (optional)>
2. Reason for Change
Adding General Requirements to the TR
3. Conclusions
<Conclusion part (optional)>
4. Proposal
It is proposed to agree the following changes to 3GPP TR 29.cde (Study on the Nudsf Service Based Interface):

* * * First Change * * * *
[bookmark: _Toc5820513]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
Abbreviation format (EW)
<ACRONYM>	<Explanation>
NF	Network Function
UDSF	Unstructured Data Storage Function
UDR	Unified Data Repository


* * * Next Change * * * *
[bookmark: _Toc501663518][bookmark: _Toc4748047][bookmark: _Toc5820516]4.2	General Requirements
Editor's Note: This clause will contain the general requirements that will be considered for the study
The requirements to the UDSF function are described below.
-	Data management requirements:
-	The NF shall be able to store and retrieve the data with the following basic operations:
-	Create data.
-	Read data.
-	Update data.
-	Delete data.
-	In addition the solution should support the following capabilities:
-	Transactional integrity.
-	Pessimistic and or optimistic locking.
-	If multiple instances of the same NF type and same vendor can read and write the same data, the following additional operations may be considered:
-	Subscribe to notifications of data change.
-	Notification of a data change.
-	Performance requirements:
-	The UDSF may be used to store data with very different characteristics and with different real time performance requirements ranging from low to very high ones.
-	The protocol used over N18 shall provide latency as low as possible.
-	Multiple logical storage spaces:
-	NFs of the same type and same vendor may need to store different data in different repositories. The UDSF shall support multiple logical storage spaces. Each logical storage unit shall have a unique identifier.
-	UDSF sharing:
-	NFs may share a UDSF for storing their respective unstructured data. NFs of the same type and vendor shall have one or more different logical storage spaces and it shall be possible to prevent NFs of another type or another vendor from accessing it. NFs of different types or of different vendors shall use different access keys.
-	Collocation with UDR:
-	UDSF may be collocated with the UDR.
-	Load and overload requirement:
-	The solution shall support load control mechanisms to allow an automatic distribution of the traffic load amongst the different instances of the UDSF.
-	The solution shall support overload control mechanisms to protect UDSF instance when they reach a congestion state and to request the NFs to throttle the requests sent to the UDSF.
-	The usage of intermediaries (e.g. SCP) for these load and overload control purposes shall also be evaluated.
-	Security requirements:
-	Transport of messages between the NFs and UDSF should be protected to provide privacy and data integrity. Client applications should be authenticated.
-	NF independent:
-	The architecture is applicable to any NF. The solution shall be independent from the NF type.
-	Types of Data:
-	In addition to common data types, the UDSF shall support binary type of data.
[bookmark: _GoBack]* * * End of Changes * * * *

