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1 
Background
When an NF service consumer (e.g. an AF) want to request policy modification for a PDU session, it shall locate the PCF serving the PDU session and send request to the PCF to process the policy change request. The NF could perform PCF discovery and selection by retrieving the binding information from Binding Support Function (BSF), which has been registered in BSF by PCF previously, as described in subclause 6.1.1.2 of TS 23.503.
In order to register (by PCF) or retrieve (by AF) the binding information, the NF firstly needs to discover the BSF that handles the PDU session, which is mainly identified by UEs IP address. The NF may discover the BSF via NRF using UE IP address which the BSF has registered in its NF Profile in NRF, as described in subclause 6.1.1.2.2 of TS 29.503:
"…

-
The NF may discover the BSF via NRF or based on local configuration. In case of via NRF the BSF registers the NF profile in NRF. The Range(s) of UE IPv4 addresses, Range(s) of UE IPv6 prefixes supported by the BSF may be provided to NRF.

…"
This is supported in NRF service as specified in TS 29.510:
Table 6.1.6.2.21-1: Definition of type BsfInfo
	Attribute name
	Data type
	P
	Cardinality
	Description

	ipv4AddressRanges
	array(Ipv4AddressRange)
	O
	0..N
	List of ranges of IPv4 addresses handled by BSF

	ipv6PrefixRanges
	array(Ipv6PrefixRange)
	O
	0..N
	List of ranges of IPv6 prefixes handled by BSF


Table 6.2.3.2.3.1-1: URI query parameters supported by the GET method on this resource 
	Name
	Data type
	P
	Cardinality
	Description

	…
	…
	…
	…
	…

	ue-ipv4-address
	Ipv4Addr
	O
	0..1
	The IPv4 address of the UE for which a BSF needs to be discovered.

	…
	…
	…
	…
	…


2
Problem with IPv4 Address Overlapping
IPv4 address space is limited and IP overlapping is always required for big operators in real network deployment. Same UE IPv4 addresses maybe allocated to different PDU sessions in different Slices or DNNs, as described in TS 29.503, subclause 6.1.1.2.1:

"…

A private IPv4 address may be allocated to different PDU sessions, e.g.:

-
The same UE IPv4 address is allocated to different PDU sessions to the same DNN and different S-NSSAI;

-
The same UE IPv4 address is allocated to different PDU sessions to the same S-NSSAI and different DNN.
In the case of private IPv4 address being used for the UE, the AF or the NEF may send DNN and DN information (e.g. S-NSSAI), in addition, in Npcf_ PolicyAuthorization_Create request and Nbsf_Management_Discovery request. The DNN and DN information can be used by the PCF for session binding, and they can be also used to help selecting the correct PCF.
…"

Furthermore, same IPv4 address maybe also allocated for different PDU sessions in the same DNN with the slice, thus a "IP domain" is used to distinguish the routing domains, as described in subclause 4.2.2.2 of TS 29.514:
"…

Otherwise, when the PCF receives the HTTP POST request from the AF, the PCF shall apply session binding as described in 3GPP TS 29.513 [7]. To allow the PCF to identify the PDU session for which the HTTP POST request applies, the AF shall provide in the body of the HTTP POST request:

-
for IP type PDU session, either the "ueIpv4" attribute or "ueIpv6" attribute containing the IPv4 or the IPv6 address applicable to an IP flow or IP flows towards the UE; and

-
for Ethernet type PDU session, the "ueMac" attribute containing the UE MAC address applicable to an Ethernet flow or Ethernet flows towards the UE.

The AF may provide DNN in the "dnn" attribute, SUPI in the "supi" attribute, the S-NSSAI in the "sliceInfo" attribute if available for session binding. The AF may also provide the domain identity in the "ipDomain" attribute.
NOTE 1:
The "ipDomain" attribute is helpful in the following scenario: Within a network slice instance, there are several separate IP address domains, with SMF/UPF(s) that allocate Ipv4 IP addresses out of the same private address range to UE PDU Sessions. The same IP address can thus be allocated to UE PDU sessions served by SMF/UPF(s) in different address domains. If one PCF controls several SMF/UPF(s) in different IP address domains, the UE IP address is thus not sufficient for the session binding. An AF can serve UEs in different IP address domains, either by having direct IP interfaces to those domains, or by having interconnections via NATs in the user plane between the UPF and the AF. If a NAT is used, the AF obtains the IP address allocated to the UE PDU session via application level signalling and supplies it for the session binding to the PCF in the "ueIpv4" attribute. The AF supplies an "ipDomain" attribute denoting the IP address domain behind the NAT in addition. The AF can derive the appropriate value from the source address (allocated by the NAT) of incoming user plane packets. The value provided in the "ipDomain" attribute is operator configurable.
NOTE 2:
The "sliceInfo" attribute is helpful in the scenario where multiple network slice instances are deployed in the same DNN, and the same IPv4 address may be allocated to UE PDU sessions in different network slice instances. If one PCF controls several network slices, the UE IP address is not sufficient for the session binding. The AF supplies "sliceInfo" attribute denoting the network slice instance that allocated the IPv4 address of the UE PDU session. How the AF derives S-NSSAI is out of the scope of this specification.
…"
With the above described IPv4 Overlapping scenarios, the same IPv4 Range maybe registered by multiple BSFs (e.g. BSF co-located with SMF) in NRF thus it is not possible to accurately locate the BSF handling the UE PDU session. Corrections are needed to support the IPv4 address overlapping when discovery of BSF via NRF.
2.1
IPv4 Address Overlapping Scenarios
There are different scenarios to use the same IPv4 address in operator networks, as unexhaustive examples below:

2.1.1 
Same IPv4 Address in different DNNs within same network slice




BSF1:

- IPv4 address 1 is allocated for DNN1 within Slice 1
BSF2:

- IPv4 address 1 is allocated for DNN2 within Slice 1

2.1.2 
Same IPv4 Address in same DNN in different network slices






BSF1:

- IPv4 address 1 is allocated for DNN1 within Slice 1

BSF2:

- IPv4 address 1 is allocated for DNN1 within Slice 2
2.1.3
Same IPv4 Address in different IP Domains






BSF1:

- IPv4 address 1 is allocated within IP Domain 1
BSF2:

- IPv4 address 1 is allocated within IP Domain 2
2.1.4
Mixed IP planning scenario







BSF1:

- IPv4 address 1 is allocated for DNN1 within Slice 1

- IPv4 address 2 is allocated for DNN2 within Slice 2

BSF2:

- IPv4 address 1 is allocated for DNN1 within Slice 2

3.
Proposals

3.1
Proposal-1: Reuse Slices info in NFrofile, add DNN and IpDomain in BSFInfo
Slices Information of BSF is already supported in NF Profile when registering to NRF, while the DNN and IP domain information is missing. One possibility is to add two array attributes in BSF specific data type "BsfInfo":

BsfInfo:


…


(New) dnnList: array(Dnn) – contains the supported DNNs of the BSF


(New) ipDomainList: array(string) – contains the supported IP Domains of the BSF

3.2
Proposal-2: Association of IPv4 Ranges with UE Slice/DNN/IPDomain in BSFInfo

To accurately describe which Slice/Dnn/IPDomain each IPv4 Range belongs to, this proposal suggests a new data type to reflect the association:

Ipv4RoutingInfo:


  slice: Snssai – indicates which Slice the IP ranges belong to


  dnn: Dnn – indicates which DNN the IP ranges belong to


  ipDomain – indicates which IP Domain the IP ranges belong to

ipv4AddressRanges: array(Ipv4AddressRange) - List of ranges of IPv4 addresses handled by BSF for the slice/Dnn/IpDomain

The BsfInfo should contain an array of Ipv4RoutingInfo to describe the IP Ranges it supports with association of the Slice/Dnn/IPDomain


BsfInfo:


  ipv4RoutingInfo: array(Ipv4RoutingInfo)
3.3
Proposal Comparison for IP Overlapping Scenarios
With both proposals, the following table lists the possible registrations of BSF in NRF, to handle IP overlapping scenarios:

	
	Proposal-1
	Proposal-2

	
	BSF1
	BSF2
	BSF1
	BSF2

	2.1.1 

Same IPv4 Address in different DNNs within same network slice
	NFProfile:
  nSnssais: [ Slice1, … ]

  bsfInfo:

dnnList: [ Dnn1. …]

ipv4addressRanges: [ IP1,…]

	NFProfile:

  nSnssais: [ Slice1, … ]

  bsfInfo:

dnnList: [ Dnn2. …]

ipv4addressRanges: [ IP1, …]

	NFProfile:
  bsfInfo:

ipv4RoutingInfo: [

{ slice: Slice1;

   dnn: Dnn1;

   ipv4addressRanges: [ IP1,…] }, …]


	NFProfile:

  bsfInfo:

ipv4RoutingInfo: [

{ slice: Slice1;

   dnn: Dnn2;

   ipv4addressRanges: [ IP1,…] }, …]



	2.1.2
Same IPv4 Address in same DNN in different network slices
	NFProfile:

  nSnssais: [ Slice1, … ]

  bsfInfo:

dnnList: [ Dnn1. …]

ipv4addressRanges:[ IP1,…]

	NFProfile:

  nSnssais: [ Slice2, … ]

  bsfInfo:

dnnList: [ Dnn2. …]

ipv4addressRanges:[ IP1,…]

	NFProfile:

  bsfInfo:

ipv4RoutingInfo: [

{ slice: Slice1;

   dnn: Dnn1;

   ipv4addressRanges: [ IP1,…] }, …]


	NFProfile:

  bsfInfo:

ipv4RoutingInfo: [

{ slice: Slice2;

   dnn: Dnn1;

   ipv4addressRanges: [ IP1,…] }, …]



	2.1.3
Same IPv4 Address in different IP Domains (NOTE)
	NFProfile:

  bsfInfo:

ipDomain: IPDomain1
ipv4addressRanges:[ IP1,…]
	NFProfile:

  bsfInfo:

ipDomain: IPDomain2
ipv4addressRanges:[ IP1,…]
	NFProfile:

  bsfInfo:

ipv4RoutingInfo: [

{ ipDomain: IPDomain1;
  ipv4addressRanges: [ IP1,…] }, …]


	NFProfile:

  bsfInfo:

ipv4RoutingInfo: [

{ ipDomain: IPDomain2;

   ipv4addressRanges: [ IP1,…] }, …]



	2.1.4
Mixed IP planning scenario
	NFProfile:

  nSnssais: [ Slice1, Slice2… ]

  bsfInfo:

dnnList: [ Dnn1, Dnn2 …]

ipv4addressRanges: [IP1, IP2, …]

	NFProfile:

  nSnssais: [ Slice1, … ]

  bsfInfo:

dnnList: [ Dnn2. …]

ipv4addressRanges: [IP1, …]

	NFProfile:

  bsfInfo:

ipv4RoutingInfo: [

{ slice: Slice1;

   dnn: Dnn1;

   ipv4addressRanges: [ IP1,…] },
{ slice: Slice2;

   dnn: Dnn2;

   ipv4addressRanges: [ IP2,…] },

 …]


	NFProfile:

  bsfInfo:

ipv4RoutingInfo: [

{ slice: Slice1;

   dnn: Dnn2;

   ipv4addressRanges: [ IP1,…] }, …]



	NOTE:
Assume IP Domains are not duplicated among different slices/DNNs, thus each IP Domain can be used as unique identifier for routing.


Comparison:
- 
Proposal-1:

Pros:  
· Flat parameters in NF profile level much aligned with query parameters. 
· Less impacts on interface

· Easier implementation

Cons: 

· Limitations for handling very complex private IPv4 planning with conflicts. e.g. When AF targeting UE IP1 within Slice1 and Dnn2, NRF cannot distinguish from BSF registration and will return both BSF1 and BSF2 as candidates, and AF cannot distinguish either.
-
Proposal-2:


Pros:

· Flexibility to support different type of IP planning. 
Cons:

· Complex logic in NRF to handle the routing info structure, especially when filtering the result from query parameters
· Higher cost on O&M for configuration
Recommendation:

It is recommended to go for Proposal-1, which is less impacting the interface and align with current logic. We believe the risks of conflicts for very complex deployment could be avoided, with awareness of the limitation when doing network planning.
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