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1. Introduction
CT4 has initiated a study on GTP-C overload control mechanisms. This contribution provides inputs to the related TR.
2. Reason for Change
This P-CR describes and clarifies various aspects related to the APN level load control.
3. Proposal

It is proposed to agree the following changes to 3GPP TR 29.807 v0.3.0
* * * First Change * * * *

5.1
General

In order to guarantee a common interpretation in a multi-vendor network deployment, it is necessary to define the "Load Control Information" with enough precision such that coherent and homogeneous node selection algorithms are applied by different nodes of the same network such that an evenly load balanced network is realized. This clause investigates possible parameters and their definitions which can be exchanged under the "Load Control Information". Thus in turn, this clause aims at defining the exact format the "Load Control Information".
5.1A
APN level load control

5.1A.1
Description
Node level load control refers to advertising of the load information at node level – i.e. load information at node level granularity – and selection of the target node based on this information. On the other hand, APN level load control refers to advertising of the load information with APN level granularity and selection of the target node based on this information. This clause studies and highlights various aspects related to the APN level load control.
5.1A.2
Requirements
Pre-Condition:
In the given network, when the ratio of the configured APN resource limit to the overall capacity of the PGW is not the same across all the PGWs in the network.
Following are the requirements to support the APN level load control in the network when the above pre-condition is met:

1)
To achieve evenly balanced network with the APN level granularity: The PGW may be configured to handle more than one APN in the network. In such a case, the PGW may be additionally configured to allocate different resources (e.g. based on the session license) for each of the configured APN, e.g. the PGW may be configured to handle "X" number of sessions for the "consumer" APN while "Y" number of session for the "corporate" APN. In this case, the load information with node level granularity is not sufficient to make better decision of the APN level load condition of the target PGW. And hence, it could result in a network where one PGW has more sessions for the "consumer" APN while another PGW has more sessions for the "corporate" APN. Thus, an evenly balanced network with APN level load granularity cannot be realized.

2)
To ensure effective overload control in the network: If the distribution of sessions at APN level is uneven, then there is a high risk of overload of some PGWs as compared to other PGWs, e.g. the PGW handling sessions for "consumer" APN may have to handle more messages (e.g. generated due to mobility events resulting into change of ULI, RAT type, Serving GW, etc.) as compared to the PGW handling sessions for "stationary-machine" APN. This would result in some PGWs facing overload condition more often while the resources (e.g. handling of messages) of other PGWs remain underutilized. Thus, the situation leads to poor overload control of the network.

3)
To ensure efficient node selection algorithm: Based on the node level load information, the source node (e.g. MME) may end-up selecting the PGW for a new session for the given APN. However, the selected PGW may reject the new session request if it is running at 100% load capacity for the given APN. Or the new session request may be throttled by the source node based on the overload information of the APN for the given PGW. Thus, unless the source node takes the overload information into account while performing the node selection, the new session request may be denied (i.e. rejected by the selected PGW or throttled by the source node based on PGW's APN level overload information) while the other PGW may have the capacity to handle the same. Thus, the lack of APN level load information may result in inefficient node selection algorithm at the source node.

5.1A.3
Example use case
To better understand various requirements identified in clause 5.1A.2 and to also study other aspects related to APN load control it is better to consider an example network topology and configuration as follows:
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Figure 5.1A.3.1: Example network topology and configuration

As depicted in the figure 5.1A.3.1, there are 3 PGWs in the network configured with different maximum session capacity and resource limit for APN1. Although PGW3 has highest session capacity, PGW1 has the highest resources reserved for APN1. Based on the configured resource limit for APN1, each PGW can calculate its own APN1's resource limit relative to the overall resources at the node level, i.e. "PGW1-APN1-res-limit = (PGW1-APN1-max-sess / PGW1-max-sess) * 100".
5.1A.4
Issues when APN load control is not used
5.1A.4.1
Node selection using DNS weight-factor only
Assuming that the node selection is performed based on DNS weight-factor only, and hence without considering the APN load control, for the example use case given in clause 5.1A.3 the MME would calculate the relative weight of each PGW – i.e. PGW's capacity as compared to overall network's capacity – as follows:

PGWx-relative-weight = (PGWx-weight-factor / sum-of-all-the-PGWs-weight-factor) * 100.

Accordingly, 

PGW1-relative-weight = (20 / (20+20+60)) * 100 = 20%


PGW2-relative-weight = (20 / (20+20+60)) * 100 = 20%


PGW3-relative-weight = (60 / (20+20+60)) * 100 = 60%

Session Distribution:

Based on the above, the MME will select PGW1 for 20% of the new session requests, PGW2 for 20% of the new session requests, PGW3 for 60% of the new session requests. Hence following session distribution will take place when the MME has to distribute 100 new session requests for APN1:


PGW1-APN1-sess = 20.

PGW2-APN1-sess = 20.

PGW3-APN1-sess = 60.

Analysis of the network load:

As it can be observed from the above, PGW3 has 60 sessions active for APN1. Since PGW3 has been configured with the limit of 60 sessions for APN1, its resource capacity is exhausted and it cannot handle any more sessions related to the APN1. However since the MME is not aware about this situation, the MME will perform the PGW selection based on PGW's relative-weight-factor. And hence for 10 new session requests for APN1, the MME will select PGW3 for 6 sessions. These requests will be rejected by the PGW3 and the MME may try another PGW for establishing the session for APN1. Thus, MME not performing APN load control would result in inefficient node selection as highlighted in requirement no. 3 in clause 5.1A.2.
Besides, it can also be observed that the above selection logic would result in uneven distribution of load at APN level as highlighted in requirement no. 1 in clause 5.1A.2. The APN1 level resource utilization relative to the APN'1 resource limit can be calculated as follows:

PGW1-APN1-resource-utilization = (20 / 100) * 100 = 20%


PGW2-APN1-resource-utilization = (20 / 40) * 100 = 50%


PGW3-APN1-resource-utilization = (60 / 60) * 100 = 100%

Further, based on the above, it can be observed that PGW3 and PGW2, which have higher resource utilization for APN1, have higher risk of resource overload for APN1 as compared to PGW1. This is highlighted in requirement no. 2 in clause 5.1A.2.
5.1A.4.2
Node selection using node level load information and DNS weight-factor
Assuming that the node selection is performed based on current load and DNS weight-factor, and hence without considering the APN load control, for the example use case given in clause 5.1A.3, the MME could calculate the effective load of each PGW – i.e. PGW's load considering the current load and its DNS weight – as follows:


PGWx-effective-load = (100 – PGWx-load-metric)% X PGWx's-weight-factor.
Now, assuming that all the PGWs are equally loaded and their load-metric=10%, 

PGW1-effective-load = (100 – 10)% X 20 = 18.

PGW2-effective-load = (100 – 10)% X 20 = 18.

PGW3-effective-load = (100 – 10)% X 60 = 54.
Using the above the MME will calculate the PGW-relative-weight as follows:


PGWx-relative-load = (PGWx-effective-load / sum-of-all-the-PGWs-effective-load) * 100.
Accordingly,

PGW1-relative-load = (18 / (18+18+54)) * 100 = 20%


PGW2-relative-load = (18 / (18+18+54)) * 100 = 20%


PGW3-relative-load = (54 / (18+18+54)) * 100 = 60%

Based on the above, the MME will select PGW1 for 20% of the new session requests, PGW2 for 20% of the new session requests, PGW3 for 60% of the new session requests. This results in exactly same selection logic as described in "Session Distribution" of clause 5.1A.4.1. Hence without repeating all the calculations again, it is clear that the distribution of 100 new session requests for APN1, without considering the APN load control, would result in the same set of issues as highlighted in "Analysis of the network load" of clause 5.1A.4.1.
5.1A.5
Information needed for APN load control

APN load control is useful only when the PGW is configured with a resource limit for one or more of its APN(s). Otherwise, when all the resources of the PGW are available for all the APNs served by that PGW, the node level load information is exactly the same as APN level load information, for each of its APNs, and hence performing the node load control is sufficient. When the APN load control is required, the PGW should advertise the related APN load information. For allowing the MME to perform the APN load control effectively, following information are required to be advertised by the PGW, as part of APN load information:
APN: The APN for which the PGW wants to advertise the load information.
APN-Load-Metric: It indicates the current resource utilization for a particular APN, in percentage, as compared to the total resources reserved for that APN at the target PGW. Its computation is implementation dependant and it has same characteristics as "Load Metric" described in clause 5.2.2.1.2.1, when applied at APN level.
APN-res-limit: It indicates the total resources configured for a given APN as compared to the total resources available at the target PGW, in percentage. It is a static limit and does not change unless the configured limit for the resources reserved for the APN changes. Using APN-res-limit and the DNS weight-factor of the given PGW, the MME can judge the PGW's APN related resources as compared other PGWs in the network, e.g. for the example use case given in clause 5.1A.3, the PGW's APN-effective-res-limit can be calculated by multiplying the APN-res-limit and DNS-weight-factor of each APN:


PGW1-APN1-effective-res-limit = 50% X 20 = 10.

PGW2-APN1-effective-res-limit = 20% X 20 = 4.

PGW3-APN1-effective-res-limit = 10% X 60 = 6.
Thus, based on APN-effective-res-limit it can conclude that the PGW1 has highest APN1 related resources reserved as compared to the other PGWs in the network. And hence the MME can use this information to favour PGW1 over other PGWs for APN1 related new session requests.
5.1A.6
Impacts on node level load control
For the example use case given in clause 5.1A.3, assuming that the current APN1-load-metric=0% for each of the PGWs, based on the clause 5.4.2.2, the APN1-relative-available-load can be calculated for each of the PGW as follows:

PGW1-APN1-effective-available-load = (100 – 0)% X 50% X 20 = 10


PGW2-APN1-effective-available-load = (100 – 0)% X 20% X 20 = 4

PGW3-APN1-effective-available-load = (100 – 0)% X 10% X 60 = 6
Hence,

PGW1-APN1-relative-available-load = 10 / (10 + 4 + 6) = 50%


PGW2-APN1-relative-available-load = 4 / (10 + 4 + 6) = 20%


PGW3-APN1-relative-available-load = 6 / (10 + 4 + 6) = 30%

This means, for 100 new session requests for APN1, PGW1 will be selected for 50 sessions, PGW2 will be selected for 20 sessions and PGW3 will be selected for 30 sessions. Based on this, the node level load metric and APN1 level load metric for each of the PGWs can be calculated as follows:

PGW1-load-metric = 50 / 200 = 25%


PGW2-load-metric = 20 / 200 = 10%

PGW3-load-metric = 30 / 600 = 5%
And,


PGW1-APN1-load-metric = 50 / 100 = 50%


PGW2-APN1-load-metric = 20 / 40 = 50%

PGW3-APN1-load-metric = 30 / 60 = 50%
The above indicates that the PGWs are perfectly balanced at APN1 level, i.e. their APN1-load-metric is exactly the same and hence APN1 resources are equally utilized at each PGWs, while they are unevenly balanced from node point of view, i.e. their node level load-metric is very different from each other and hence their node level resources are not utilized equally. However, in this network, total resources configured for APN1 are sum-of-APN1-resources-of-each-PGWs = 100 + 40 + 60 = 200. While the total resources available = 200 + 200 + 600 = 1000. So, only 20% of the resources (i.e. 200 out of 1000 sessions) are reserved for APN1 while the remaining resources, i.e. 80%, are reserved for other APNs, i.e. APNx. Moreover, 4 times the resources are reserved for APNx as compared to APN1 highlighting the fact that higher number of sessions for APNx is expected as compared to APN1. So considering the proportion of the resources 20:80 between APN1:APNx, if the network has received 100 sessions for APN1, then it is expected to receive 400 sessions for APNx. Based on APN1's resource limit, APNx's resource limit can be calculated as below:
APNx-res-limit = 100 – APN1-res-limit.

Hence, 


PGW1-APNx-res-limit = 100 – 50 = 50%

PGW2-APNx-res-limit = 100 – 20 = 80%

PGW3-APNx-res-limit = 100 – 10 = 90%
Correspondingly, assuming APNx-load-metric=0% for each PGWs, the effective-available-load and relative-available-load can be calculated as below:


PGW1-APNx-effective-available-load = (100 – 0)% X 50% X 20 = 10


PGW2-APNx-effective-available-load = (100 – 0)% X 80% X 20 = 16

PGW3-APNx-effective-available-load = (100 – 0)% X 90% X 60 = 54
Hence,


PGW1-APNx-relative-available-load = 10 / (10 + 16 + 54) = 12.5%


PGW2-APNx-relative-available-load = 16 / (10 + 16 + 54) = 20%


PGW3-APNx-relative-available-load = 54 / (10 + 16 + 54) = 67.5%

This means, for 400 new session requests for APNx, PGW1 will be selected for 50 sessions, PGW2 will be selected for 80 sessions and PGW3 will be selected for 270 sessions. Based on this, the node level load metric for each of the PGWs can be calculated as follows:


PGW1-load-metric = (APN1-sessions + APNx-sessions) / (Total sessions capacity) =  (50 + 50) / 200 = 50%


PGW2-load-metric = (APN1-sessions + APNx-sessions) / (Total sessions capacity) = (20 + 80) / 200 = 50%

PGW3-load-metric = (APN1-sessions + APNx-sessions) / (Total sessions capacity) = (30 + 270) / 600 = 50%
The above indicates that the PGWs are perfectly balanced at the node level, i.e. their node-load-metric is exactly the same and hence resources are equally utilized at each of the PGWs.
In summary, it can be observed that for the given APN the selection logic will favour the PGW which has higher resource reservation for that APN, i.e. for APN1 PGW1 is preferred over other PGWs since it has higher resources reserved for APN1. Since PGW1 has higher resources reserved for APN1, it has lower resources available for other APNs as compared to the other PGWs. And hence the selection logic automatically ensures that for the sessions related to other APNs, PGW1 is least preferred as compared to other PGWs in the network. And hence when the mix of APN1:APNx sessions are equal to the proportion of the resources reserved for APN1:APNx, the selection logic ensures that the network remains well balanced at the node level as well as the APN level. Thus, no special consideration for node level load control is needed when APN load control is deployed in the network. 
5.2
Definition

The "Load Control Information" provides a set of parameters representing the load condition of the sender. In turn, these parameters provide the assistance to the receiver to perform the node selection such that an evenly balanced network is realized. Each alternative below provides a complete definition of the "Load Control Information" with a set of the applicable parameters.

5.2.1
Requirements

The definition of the "Load Control Information" should be compliant with the following requirements.

· The granularity of the load level indicated via "Load Control Information" should be fine enough to allow for fine load balancing across the network nodes.

· Various parameters should be defined clearly (e.g. the intended use at the receiver) to ensure common interpretation and inter-operability between GTP-C nodes in a multi-vendor network environment.

· For each parameter the applicable source and the consumer node(s) should be clearly identified, e.g. if the parameter is applicable to SGW or not.

· Optionality of the parameter(s), wherever applicable, should be clearly identified. The sender may include it and the receiver, not supporting the same, may ignore it.
· The definition should be extendable in future, if needed. In other words, it should be possible to add more parameter(s) under this information in future releases, if required, while ensuring the compatibility with the older releases.
· For the forward compatibility reason, the behaviour of a node on reception of an unsupported optional parameter(s) should be clearly defined.
· There shall be clear indication allowing the node to associate the received load control information with the identity of the node originating it.
· For the requirements identified in clause 5.1A.2, it shall be possible to signal whether the load control information applies to the node or specific APNs:



Editor’s Note: SA2 changes will be needed if it is agreed to advertise APN level load information.
* * * Next Change * * * *

5.2.2.1.2.3
List-of-APN_&_ResourceLimit
The List-of_APN_&_ResourceLimit contains list of the tuple (APN, ResourceLimit) and indicates one or more APNs for which the Load Control Information is applicable. The "APN" contains the name of the APN and the ResourceLimit corresponds to the "APN-res-limit" as described in clause 5.1A.5 for the corresponding APN. When present in the Load Control Information IE, the scope of the load information is the list of APNs for the PGW that sends the load information. And in that case the "Load Metric" should be interpreted as "APN-Load-Metric" as described in clause 5.1A.5.
NOTE 1:
The maximum number of (APN, ResourceLimit) in the List-of-APN_&_ResourceLimit would be determined during the normative work.

If the List-of-APN_&_ResourceLimit has not been transmitted, the scope of the Load Control Information is the entire PGW node (unless restricted by other parameters in the Load Control Information). This is a mandatory parameter to support (when supporting GTP-C load control mechanism). It may be present or absent in the Load Control Information IE (depending on the scope of the reported load control information).

The PGW may signal a Load Control Information including this parameter when it is handling multiple APNs and when the resource limit is configured for one or more APNs, e.g. when the static session capacity, different than the entire node's sessions capacity, is configured for one or more APNs and/or dynamic resource utilization of each APN is different. In general, the PGW should include this parameter when the inclusion of the same can result in better node selection and even distribution of the sessions with the APN level granularity.

This parameter can be provided by the PGW only and it is used by the node performing node selection only (e.g. MME/SGSN).
If this parameter is not received for a given APN but has been received for the other APN(s) from a PGW, then for this given APN the node performing the node selection applies the target PGW's node level load information and ResourceLimit as (100 – sum of [ResourceLimit of other APN(s)]) for the target PGW. If the node level load information as well as APN level load information are received from a PGW (i.e. if multiple instances of Load Control Information, one without List-of-APN_&_ResourceLimit and others with List-of-APN_&_ResourceLimit , is received from a PGW), while performing the node selection for a given APN, the source node applies the APN level node information, if available for that APN, otherwise the node level load information.


* * * End of Changes * * * *
* * * For Information* * * *

Will be handled as part of another P-CR
5.4.2
Information received from DNS 

5.4.2.1
With node level load information
5.4.2.2
With APN level load information

The APN level load information is only applicable to the PGW and hence this clause is only applicable for the selection of the PGW. The APN level load information consists of the "APN Load Metric", representing the current utilization of the APN resources as compared to overall available APN resources at the target node, and "APN Resource Limit", representing the resources reserved for the APN as compared to overall available resources at the target node. Using the existing methodology the node performing the node selection, i.e. MME, SGSN, ePDG, TWAN (or termed as source node, here), prepares the candidate list of the target nodes satisfying the required criteria to serve the new session request for the given APN. Let's call the list "TNodeList", i.e. list of candidate target nodes "TNode". Then, the source node uses the "APN Load Metric", "APN Resource Limit" and DNS-weight-factor of each of TNode to perform node selection as given below.

APN-Effective-available-load:

APN-Effective-available-load of the target node is calculated considering the current APN load (i.e. APN-load-metric), APN-resource-limit and the DNS weight-factor of the target node as follows:

TNode-APN-effective-available-load = (100 – TNode-APN-load-metric)% X TNode-APN-resource-limit X TNode-weight-factor

APN-Relative-available-load:

APN-Relative-available-load represents the APN-effective-available-load of the target node as compared to the APN-effective-available-load of all the target nodes in the network and calculated as follows:

TNode-APN-relative-available-load = (TNode-APN-effective-available-load / sum-of-APN-effective-available-load-of-all-the-nodes-in-TNodeList) X 100%

Node Selection:

The TNode-relative-APN-load of the target node indicates the fraction of the new session request of the given APN for which the corresponding node should be selected to ensure evenly balanced network at that APN level, e.g. TNode-relative-APN-load value of X% indicates that the corresponding target node should be selected for X% of the new sessions requests for the given APN.

Example:

For the example use case in clause 5.1A.3, let's consider the following "APN1 Load Metric":


PGW1-APN1-load-metric = 60%


PGW2-APN1-load-metric = 50%


PGW3-APN1-load-metric= 50%

And the following APN1-resource-limit:


PGW1-APN1-resource-limit = 50%


PGW2-APN1-resource-limit = 20%


PGW3-APN1-resource-limit = 10%

Based on the above, the APN1-effective-available-load can be calculated as below:


PGW1-APN1-effective-available-load = (100 – 60)% X 50% X 20 = 4


PGW2-APN1-effective-available-load = (100 – 50)% X 20% X 20 = 2

PGW3-APN1-effective-available-load = (100 – 50)% X 10% X 60 = 3
Then the APN-relative-available-load can be calculated as below (by rounding-off to nearest integer value):


PGW1-APN1-relative-available-load = 4 / (4 + 2 + 3) =~ 45%


PGW2-APN1-relative-available-load = 2 / (4 + 2 + 3) =~ 22%


PGW3-APN1-relative-available-load = 3 / (4 + 2 + 3) =~ 33%

Out of the total new session requests for APN1, the PGW1 should be selected for 45%, PGW2 should be selected for 22% and PGW3 should be selected for 33%, e.g. for 100 new sessions requests for APN1, the PGW1 should be selected for 45 sessions, PGW2 should be selected for 22 sessions and for remaining 33 new sessions PGW3 should be selected.
* * * End of Information* * *
