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1. Introduction
CT4 has initiated a study on GTP-C overload control mechanisms. This contribution provides inputs to the related TR.
2. Reason for Change
This P-CR proposes to limit the maximum number of instances of Load Control Info and Overload Control Info IE which can be provided in a given message and across different messages.
3. Proposal

It is proposed to agree the following changes to 3GPP TR 29.807 v0.3.0
* * * First Change * * * *

5.5
Limit on maximum number of instances
5.5.1
Description

One or multiple instances of Load Control Info IE – each providing load information for a different scope – can be included by the sender of the IE. The receiver is required to handle all these instances, from each of the peer node, by processing, storing and acting upon the same for the node selection. Higher number of instances in a message would result in larger size of the message (e.g. potentially resulting in a GTPv2 message size beyond the maximum payload limit of the UDP protocol) and more processing overhead at the receiver. Moreover, without any limit, there is a potential risk of a misbehaving sender providing multiple different instances of the Load Control Info IE (within one message as well as across different messages) driving up the resources utilization of the network as well as the receiver and hence causing the overload of the receiver. And so, it is necessary to limit the maximum number of instances of the Load Control Info IE, a sender can provide, at message level (i.e. number of different load information which can be included in a message) as well at a node level (i.e. number of different load information which can be provided across multiple messages by a given node).
5.5.2
At message level

By limiting the maximum number of instances of Load Control Info IE at message level, we are limiting the sender's ability to provide different load information within a single message. And hence keeping the need for future extensibility in mind and allowing enough flexibility for the sender to provide different load information within a single message (and hence allowing for better load control in the network), it is proposed to fix the maximum number of instances of Load Control Info IE, in a message, at 10.
5.5.3
At node level

5.5.3.1
Alternative 1 – Same as at message level & providing full set of information
5.5.3.1.1
Description
In this alternative, it is proposed to keep the limit of the maximum number of instances of Load Control IE at node level same as the maximum number of instances of Load Control Info IE at message level and the sender always includes the full set of load information in any given message carrying the load information towards the receiver and sets the same identity for all of them, e.g. by using the same value of "Load Control Sequence Number". The receiver overwrites the existing information of a peer with the newly received load information (via one or multiple instances) from the same peer node (when the new information is different than the old information), e.g. if the receiver has stored 'X' instances of the load information for a peer node, it overwrites those 'X' instances with new set of 'Y' instances received in a message from the same peer node; where X, Y are any integer number. For providing new value for one or more instances, the sender includes all the instances of the Load Control IE by providing new identity for all of them, e.g. by using a new value of "Load Control Sequence Number" for all the included instances.
5.5.3.1.2
Advantages

Following are the advantages of this alternative:

-
Very easy to implement for the sender as well as the receiver. While providing the new load information (within one or multiple Load Control Info IE), the sender includes full set of load information and marks all of them as a new information, e.g. by providing new and common value of "Load Control sequence number" for all the instances of Load Control Info IE. When a node receives multiple instances of Load Control Info IE in a message, it checks if any of the instance has new value or not, e.g. by comparing the new value and old value of the "Load Control sequence number" of any one of the instance. And if that instance does not represent new information then all the instances can be ignored assuming that no new load information is provided. Otherwise, all the existing instances are overwritten with the new instances.
-
Easy to manage the Load Control instance identifier since it is same for different scope provided by the same peer.

-
The receiver need not check if individual instance has changed or not since if one instance is new then all the instances may contain new value.
5.5.3.1.3
Drawbacks
Following are the drawbacks of this alternative:

-
When a sender wants to update partial set of load information, it has to include full set of load information in the message. Thus, this alternative may result in the inclusion of redundant information in a message.
-
The receiver has to replace all the existing instances of the given peer with the new set of instances even when only one or more instances contain new value and hence this cause extra processing of information at the receiver for handling of the information which has not changed
5.5.3.2
Alternative 2 – Higher than or same as at message level & providing partial set of information
5.5.3.2.1
Description
In this alternative, it is proposed to allow higher number for the maximum number of instances of Load Control Info IE at node level than the maximum number of instances of Load Control Info IE at message level and the sender can include partial set of load information in any given message towards the receiver, e.g. the sender includes load information for APN1 and APN2 in a one message and for APN3 and APN4 in another message. The receiver has to ensure to overwrite the newly received load information from a peer node with the existing load information of the same peer node only when the scope of the new and old information matches, e.g. if the receiver has stored load information for APN1, APN2 for a peer node and it receives new load information for APN1, APN3, APN4 from the same peer node, it overwrites only APN1's existing load information with the new load information while it stores, additionally, new load information for APN3 and APN4. APN2 related load information remains unchanged.
5.5.3.2.2
Advantages

Following are the advantages of this alternative:

· The sender can provide and/or update partial set of load information in a message. Thus, this alternative avoids the inclusion of redundant information in a message. This also minimizes the processing overhead at the receiver.
5.5.3.2.3
Drawbacks
Following are the drawbacks of this alternative:

· If the sender wants to ensure that full set of load information is provided to a peer node, the sender may need to remember the exact set of partial load information which is provided to the same peer node, i.e. if load information for APN1, APN2 are provided in a given message to a peer node then the sender has to remember this and include load information for the remaining APNs (e.g. APN3, APN4) in a different message sent to the same peer node. Otherwise, the full set of load information may not be available at the given receiver.
· The receiver has to match the scope of the newly received instance of the load information with all the existing load information of a peer node and then compare, e.g. using "Load Control sequence number", to decide if any of the existing instance of load information can be overwritten or not.
-
Complex to implement for the sender as well as for the receiver. The sender has to manage the identifier for each of the scope separately and shall ensure that the total number of different instances sent across various messages does not exceed the maximum number of instances limit at the node level.
5.5.4
Conclusion
* * * Next Change * * * *

6.9
Limit on maximum number of instances

6.9.1
Description

One or multiple instances of Overload Control Info IE – each providing overload information for a different scope – can be included by the sender of the IE. The receiver is required to handle all these instances, from each of the peer node, by processing, storing and acting upon the same for the overload control. Higher number of instances in a message would result in larger size of the message and more processing overhead at the receiver. Moreover, without any limit, there is a potential risk of a misbehaving sender providing multiple different instances of the Overload Control Info IE (within one message as well as across different messages) driving up the resources utilization of the network as well as the receiver and hence causing the overload of the receiver. And so, it is necessary to limit the maximum number of instances of the Overload Control Info IE, a sender can provide, at message level (i.e. number of different overload information which can be included in a message) as well at a node level (i.e. number of different overload information which can be provided across multiple messages by a given node).

6.9.2
At message level

By limiting the maximum number of instances of Overload Control Info IE at message level, we are limiting the sender's ability to provide different overload information within a single message. And hence keeping the need for future extensibility in mind and allowing enough flexibility for the sender to provide different overload information within a single message (and hence allowing for better overload control in the network), it is proposed to fix the maximum number of instances of Overload Control Info IE, in a message, at 10.

6.9.3
At node level

6.9.3.1
Alternative 1 – Same as at message level & providing full set of information
6.9.3.1.1
Description

In this alternative, it is proposed to keep the limit of the maximum number of instances of Overload Control IE at node level same as the maximum number of instances of Overload Control Info IE at message level and the sender always includes full set of overload information in any given message towards the receiver and sets the same identity for all of them, e.g. by using the same value of "Overload-Sequence-Number". The receiver overwrites existing information of a peer with the newly received overload information (via one or multiple instances) from the same peer node (when the new information is different than the old information), e.g. if the receiver has stored 'X' instances of the overload information for a peer node, it overwrites those 'X' instances with new set of 'Y' instances received in a message from the same peer node; where X, Y are any integer number. For providing new value for one or more instances, the sender includes all the instances of the Overload Control IE by providing new identity for all of them, e.g. by using a new value of "Overload-Sequence-Number" for all the included instances.
6.9.3.1.2
Advantages

Following are the advantages of this alternative:

-
Very easy to implement for the sender as well as the receiver. While providing a new overload information (within one or multiple Overload Control Info IE), the sender includes full set of overload information and marks all of them as a new information, e.g. by providing new and common value of "Overload-Sequence-Number" for all the instances of Overload Control Info IE. When a node receives multiple instances of Overload Control Info IE in a message, it checks if any of the instance has new value or not, e.g. by comparing the new value and old value of the "Overload-Sequence-Number" of any one of the instance. And if that instance does not represent new information then all the instances of Overload Control Info IE can be ignored assuming that no new overload information is provided. Otherwise, all the existing instances are overwritten with the new instances.
-
Easy to manage the Overload Control instance identifier since it is same for different scope provided by the same peer.

-
The receiver need not check if individual instance has changed or not since if one instance is new then all the instances may contain new value.
6.9.3.1.3
Drawbacks
Following are the drawbacks of this alternative:

-
When a sender wants to update partial set of overload information, it has to include full set of load information in the message. Thus, this alternative may result in the inclusion of redundant information in a message.
-
The receiver has to replace all the existing instances of the given peer with the new set of instances even when only one or more instances contain new value and hence this cause extra processing of information at the receiver for handling of the information which has not changed.
6.9.3.2
Alternative 2 – Higher than or same as at message level & providing partial set of information
6.9.3.2.1
Description

In this alternative, it is proposed to allow higher number for the maximum number of instances of Overload Control Info IE at node level than the maximum number of instances of Overload Control Info IE at message level and the sender can include partial set of overload information in any given message towards the receiver, e.g. the sender includes overload information for APN1 and APN2 in a one message and for APN3 and APN4 in another message. The receiver has to ensure to overwrite the newly received overload information from a peer node with the existing overload information of the same peer node only when the scope of the new and old information matches, e.g. if the receiver has stored overload information for APN1, APN2 for a peer node and it receives new overload information for APN1, APN3, APN4 from the same peer node, it overwrites only APN1's existing overload information with the new overload information while it stores, additionally, new overload information for APN3 and APN4. APN2 related load information remains unchanged.
6.9.3.2.2
Advantages

Following are the advantages of this alternative:

· The sender can provide and/or update partial set of load information in a message. Thus, this alternative avoids the inclusion of redundant information in a message. This also minimizes the processing overhead at the receiver.
6.9.3.2.3
Drawbacks
Following are the drawbacks of this alternative:

· If the sender wants to ensure that full set of overload information is provided to a peer node, the sender may need to remember the exact set of partial overload information which is provided to the same peer node, i.e. if overload information for APN1, APN2 are provided in a given message to a peer node then the sender has to remember this and include overload information for the remaining APNs (e.g. APN3, APN4) in a different message sent to the same peer node. Otherwise, the full set of overload information may not be available at the given receiver.
· The receiver has to match the scope of the newly received instance of the overload information with all the existing overload information of a peer node and then compare, e.g. using "Overload-Sequence-Number", to decide if any of the existing instance of overload information can be overwritten or not.

-
Complex to implement for the sender as well as for the receiver. The sender has to manage the identifier for each of the scope separately and shall ensure that the total number of different instances sent across various messages does not exceed the maximum number of instances limit at the node level.
6.9.4
Conclusion
* * * End of Changes * * * *
