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1. Introduction
Subclause 4.4.4 of TR 29.828 contains the following editor's note:
Editor's Note: The connection model from Mp (TCP, TCP, TCP) is not yet covered.

2. Reason for Change
This contribution proposes a resolution to this editor's note. In general, there are essentially three interworking models at TCP layer (using the notation of connection models in H.248 profiles):
1. (TCP, non-TCP),
2. (TCP, TCP) and
3. (TCP, TCP, TCP).
Model (2) is effectively the only one for Iq and Ix in this 3GPP release, whereas (3) is used in addition at Mp for multiparty applications.
It may be noted that model (1) was already identified in context of the WebRTC IMS service (background: IMS-AGW (Iq) is expected to support WebRTC data channel interworking, which relates to Data/SCTP/DTLS/UDP to Data/TCP interworking). However, (1) is so far out of scope of [eMEDIASEC].
Thus, TR 29.828 is limited in Rel-12 to (TCP. TCP) and (TCP, TCP, TCP) connection models only.

3. Proposal
It is proposed to agree the following changes to 3GPP TR 29.828 v1.0.0.


* * * First Change * * * *
[bookmark: _Toc372877447]4.4.4	TCP Interworking in the MGW
The previous subclause focuses on aspects of single TCP-enabled stream endpoints (so called "half call" model), i.e. from perspective of the MGW on the external bearer interface. IMS H.248 profiles support following connection models at IP layer:
-	Ix: (IP, IP);
-	Iq: (IP, IP) and (IP, IP, IP);  in case of Iq,
NOTE 1:	See connection models in subclause 5.4 in 3GPP TS 29.334 [35]. The (TCP, TCP, TCP) is not applicable to the PS-CS access transfer function (because only supporting RTP-based media).
-	Mp: (IP), (IP, IP) and (IP, IP, IP); 
NOTE 2:	The single IP termination model is not used for the TCP-based applications in scope of this TR. Thus, the (TCP) connection model as well is out of scope.
which relates effectively only to the (TCP, TCP) and (TCP, TCP, TCP) connection models. 
NOTE 1:	See connection models in subclause 5.4 in 3GPP TS 29.334 [35]. The (TCP, TCP, TCP) is not applicable to the PS-CS access transfer function.
[bookmark: _GoBack]Editor's Note: The connection model from Mp (TCP, TCP, TCP) is not yet covered.
There is consequently MGW internal interworking function between the TCP enabled stream endpoints. There are some high level TCP interworking models  defined in ITU-T Recommendation H.248.84 [24] and draft ITU-T Recommendation H.248.TCP [36]: TCP relay, TCP merge and TCP proxy mode -, which provide a possible characterization of principal behaviour to be provided by the MGW. 
All three TCP modes are applicable for the (TCP, TCP) connection model, whereas (TCP, TCP, TCP) interconnection implies the TCP proxy mode (see clause 13.3.1 in ITU-T H.248.84 [24]).
The MGW behaviour (i.e. TCP mode) could be the same or different during the establishment and data transfer phase (e.g., an initial TCP merge mode could become a TCP relay mode).

A primary concern is TCP flow control handling (by the MGW) during the active TCP data transfer phase, due to its cost factor in terms of MGW resources (memory, CPU time), control complexity (e.g., sliding window algorithms) and performance impact (e.g., TCP transfer delay). It is therefore desirable that a MGW interconnecting two TCP terminations (or TCP-enabled stream endpoints) forwards TCP flow control related information between the terminations in order to avoid negative impacts on the end-to-end TCP throughput, and to avoid delays caused by buffering of TCP payloads. The details of related procedures can be left to the MGW implementation.
A MGW that only modifies IP addresses, port numbers and performs the corresponding TCP checksum update when forwarding TCP packets (i.e. that provides NAPT for TCP) has no impact on TCP flow control and has only minimal MGW resource requirements. This mode of operation (that relates to the TCP relay mode) should be enabled when possible.
However, for an IMS‑AGW that performs e2ae security, this mode of operation is not possible (the TCP "proxy" mode may be appropriate instead):
-	On the access side, a TLS handshake needs to be performed once the TCP connection is established. This requires the exchange of extra TCP packets to transport the TLS handshake on the access side. Further, payload data received on the core network side while the TLS handshake is not yet completed need to be buffered.
-	The TLS encryption adds an extra TLS header to the TCP payload. Unencrypted payload data received on the core network termination in IP packets with maximum allowed size thus may need to be fragmented.
In the following, impacts of changing the TCP setup direction at an IMS‑AGW that does not perform e2ae security (compare to subclause 4.4.2.1.1) will be investigated. Changing the TCP setup direction from "active" to "actpass" or to "passive" at the P‑CSCF (IMS‑ALG) serving the answerer might enable direct MSRP communication (without a server) between two peers behind firewalls. In this scenario, the IMS‑AGW needs to receive incoming TCP connection requests (TCP SYN) on both terminations (see figure 4.4.2.1.1.5).
The normal TCP connection establishment call flow is depicted in figure 7 of IETF RFC 793 [20]:
     TCP A                                                TCP B

  1.  CLOSED                                               LISTEN

  2.  SYN-SENT    --> <SEQ=100><CTL=SYN>               --> SYN-RECEIVED

  3.  ESTABLISHED <-- <SEQ=300><ACK=101><CTL=SYN,ACK>  <-- SYN-RECEIVED

  4.  ESTABLISHED --> <SEQ=101><ACK=301><CTL=ACK>       --> ESTABLISHED

  5.  ESTABLISHED --> <SEQ=101><ACK=301><CTL=ACK><DATA> --> ESTABLISHED

          Basic 3-Way Handshake for Connection Synchronization

TCP also allows simultaneous connection establishment attempts by both peers, as depicted in figure 8 of IETF RFC 793 [20] (this could support NAT traversal, see IETF RFC 5128 [37]): sub-clause 3.4 on "TCP hole punching"):
      TCP A                                            TCP B

  1.  CLOSED                                           CLOSED

  2.  SYN-SENT     --> <SEQ=100><CTL=SYN>              ...

  3.  SYN-RECEIVED <-- <SEQ=300><CTL=SYN>              <-- SYN-SENT

  4.               ... <SEQ=100><CTL=SYN>              --> SYN-RECEIVED

  5.  SYN-RECEIVED --> <SEQ=100><ACK=301><CTL=SYN,ACK> ...

  6.  ESTABLISHED  <-- <SEQ=300><ACK=101><CTL=SYN,ACK> <-- SYN-RECEIVED

  7.               ... <SEQ=101><ACK=301><CTL=ACK>     --> ESTABLISHED

                Simultaneous Connection Synchronization

A simple implementation of the IMS‑AGW could rely on the TCP procedures to handle simultaneous connection setups: when receiving the first TCP SYN at one termination, the IMS‑AGW waits to receive the TCP SYN at the other termination in the same context and then forwards both TCP SYN requests at the opposite terminations, using the source IP addresses and TCP ports of the TCP SYN requests received at each termination as destination for the TCP SYN request sent at the same termination. From that point onward, the IMS‑AGW can forward all TCP packets.
Alternative implementations could perform a separate TCP three-way handshake on both terminations, but try to forward subsequent TCP packets, adjusting their sequence numbers. However, if data are received at one termination before the TCP connection establishment is completed at the opposite termination, those data will need to be buffered.
NOTE 23:	If the receipt of the data is acknowledged on each call leg separately, there is a risk that flow control mechanisms at both call legs will come out of synch.

* * * End of Changes * * * *

