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1. Introduction
CT4 is currently studying GTP-C overload control mechanisms. This contribution is an input for the related TR.
2. Reason for Change
It has been foreseen so far to apply overload control over the S11/S4 interface to allow shedding the traffic an SGW originates towards an MME/SGSN in overload. See Table 4.2.4.3.2-1. 
	Originator
	Consumer
	Applicable Interfaces

	MME
	SGW
	S11

	S4-SGSN
	SGW
	S4



Corresponding interactions with the existing DDN (Downlink Data Notification) mechanisms still need to be assessed. 
This contribution analyses the existing DDN throttling mechanisms and concludes that there is no need for introducing a new overload control procedure from the MME/SGSN to the SGW (with SGW as consumer of the overload information). 

3. Proposal

It is proposed to agree the following changes to 3GPP TR 29.807 v0.3.0.
* * * First Change * * * *

4.2.3
Principles of Overload Control
Stage 2 requirements on GTP-C overload control are defined in subclause 4.3.7.1a.2 of 3GPP TS 23.401 [2] and subclause 5.3.6.1a of 3GPP TS 23.060 [3]. The high level principles are summarized below:

a)
GTP-C overload control is an optional feature;

b)
a GTP-C entity signals its overload to its GTP-C peers by including Overload control Information in GTP-C signalling which provides guidance to the receiving GTP-C entity to decide actions which leads to signalling traffic mitigation towards the sender of the information; 

c)
the Overload control Information may signal an overload of a GTP-C node (e.g. PGW) or provide status information about specific APN(s);

d)
an MME/SGSN can signal an overload to the SGW and to the PGW via the SGW. An SGW can signal an overload to the MME/SGSN. A PGW can signal an overload to the MME/SGSN via the SGW;
Editor's Note:
 support of overload control from an MME/SGSN to the SGW (with SGW as consumer of the overload information) has not been retained by CT4 for Rel-12 (see subclause 4.2.4.3.2). This requires corresponding stage 2 updates in SA2.
e)
GTP-C overload Control feature should continue to allow for preferential treatment of priority users (eMPS) and emergency services;

f)
the Overload control Information is piggybacked in any GTP control plane request or response message such that exchange of Overload control Information does not trigger extra signalling;

g)
the computation and transfer of the Overload control Information shall not add significant additional load to the node itself and to its corresponding peer nodes. The calculation of Overload control Information should not severely impact the resource utilization of the node;

h)
stage 2 provides examples of various potential overload mitigation actions based on the reception of the Overload related information exchanged between GTP-c nodes. However, the exact internal processing logics of a node will not be standardized.

i)
for inter-PLMN case, local configuration may restrict the exchange and use of Overload Control Information across PLMNs;

j)
the GTP-C node may decide to send different values of Overload Control Information on inter-network (roaming) and on intra-network (non-roaming) interfaces based on local configuration.
NOTE: 
This is interpreted as allowing a node to send on intra-network interfaces values that may differ from the values sent on inter-network interfaces based on local configuration.

Editor's Note:
Whether different values may be sent across intra-network interfaces is FFS.

See subclause 4.2.4 for the applicable interfaces. 

* * * Next Change * * * *

4.2.4.3
GTP-C overload control

4.2.4.3.1
General

GTP-C overload control should be designed as a generic mechanism possibly applicable to any GTP-C based interface and any direction. However, some interfaces are more prone to experience overload than others, and thus the applicability of GTP-C overload control needs to be assessed for each interface in terms of potential benefits but also impacts and complexity. 

4.2.4.3.2
Applicability to 3GPP access based interfaces

Scenarios have been identified in subclause 4.1 which can cause overload at the MME/SGSN, SGW and PGW over the S11/S4 and S5/S8 interfaces. Thus stage 2 (see subclause 4.3.7.1a.2 of 3GPP TS 23.401 [2] and subclause 5.3.6.1a of 3GPP TS 23.060 [3]) already requires support of overload control on the S11/S4 and S5/S8 interfaces as follows:

-
an MME/SGSN can signal overload to the SGW and PGW;

-
an SGW can signal an overload to the MME/SGSN;

-
a PGW can signal an overload to the MME/SGSN via the SGW;

Editor's Note: it is FFS whether an SGW may signal an overload to the PGW (e.g. when forwarding MME/SGSN originated request or response). See subclause 6.7.

Traffic flood may possibly occur on the S3, S10 and S16 interfaces, resulting from a large number of users performing TAU/RAU (e.g. overlaid RATs and failure of RAN node, MME load re-balancing, train moving across MME pools boundaries...). Beyond mobility management procedures, RAN Information procedures may also generate traffic on these interfaces e.g. for SON. In deployments with combo MME/SGSN nodes, most of the S3 traffic should however remain internal to the combo node. Support of overload control may be beneficial over these interfaces, although not critical as for some other interfaces.

Editor's Note: It is FFS whether support of overload control on the S3/S10/S16 interfaces should be considered for Rel-12.

GTP-C overload control will not be supported in Rel-12 for the following GTP-C based interfaces:

-
S11/S4 (from an MME/SGSN to an SGW, with SGW as consumer);

-
S5/S8 (from a PGW to an SGW, with SGW as consumer);

-
Sm, Sn (no overload scenario identified, limited GTP-C traffic, avoid impacts to MBMS GW);

-
Sv (no overload scenario identified, avoid impacts to legacy CS products);

-
S101, S121 (no overload scenario identified, avoid impacts to legacy HRPD products);

-
Gn/Gp (avoid impacts to legacy SGSN/GGSN products and GTPv1-C protocol).

Table 4.2.4.3.2-1 summarizes the applicable 3GPP access based interfaces and nodes for GTP-C overload control.

Table 4.2.4.3.2-1: Applicability of Overload Control Information to 3GPP access based GTP-C interfaces and nodes

	Originator
	Consumer
	Applicable Interfaces

	
	
	

	
	
	

	MME
	PGW
	S11, S5/S8

SGW relays Overload Control Information from S11 to S5/S8 interface.

	S4-SGSN
	PGW
	S4, S5/S8

SGW relays Overload Control Information from S4 to S5/S8 interface.

	SGW
	MME
	S11

	SGW
	S4-SGSN
	S4

	PGW
	MME
	S5/S8, S11

SGW relays Overload Control Information from S5/S8 to S11 interface.

	PGW
	S4-SGSN
	S5/S8, S4

SGW relays Overload Control Information from S5/S8 to S4 interface.


* * * Next Change * * * *

6.6
Interaction with existing mechanisms 

It shall be possible to run the existing congestion control mechanisms in parallel and concurrently with the new congestion control mechanisms defined as part of "GTP-C Overload Control Mechanisms". However, there could be potential impact to these existing mechanisms due to the support of GTP-C overload control mechanism, e.g. potential interaction with the DDN throttling mechanism when the MME/SGSN sends an "Overload Control Information" to SGW/PGW. Correspondingly, the analysis of these impacts and possible interaction between the existing and new mechanisms are investigated in this clause.

6.6.1
DDN throttling 

The following procedures for throttling Downlink Data Notification (DDN) Requests have been specified in earlier releases:
1)  throttling of DDN requests for low priority traffic (see subclause 4.3.7.4.1a of 3GPP TS 23.401 [2] and subclause 5.3.6.5 of 3GPP TS 23.060 [3]) – from Release 10 onwards: 
· -
when the MME/SGSN load exceeds an operator configured threshold, the MME/SGSN may request the SGWs to selectively reduce the number of DDN requests it sends for downlink low priority traffic received for UEs in idle mode according to a throttling factor and for a throttling delay specified in the Downlink Data Notification Ack message; 

· -
the SGW determines whether a bearer is for low priority traffic or not on the basis of the bearer's ARP priority level and operator policy (i.e. operator's configuration in the SGW of the ARP priority levels to be considered as priority or non- priority traffic).

· -
the SGW resumes normal operations at the expiry of the throttling delay. The last received value of the throttling factor and throttling delay supersedes any previous values received from that MME. The reception of a throttling delay restarts the SGW timer associated with that MME.

2) throttling of unnecessary DDN requests during UE triggered service requests (see subclause 5.3.4.2 of 3GPP TS 23.401 [2]) – from Release 8 onwards:
-
the MME/SGSN monitors the rate of unnecessary DDN requests it receives during UE triggered service request procedures, and if the rate becomes significant and the MME/SGSN's load exceeds an operator configured value, the MME/SGSN indicates in Modify Bearer Request (or Modify Access Bearers Request for an MME only) a "Delay Downlink Packet Notification Request" with parameter D to the SGW, where D is the requested delay given as an integer multiple of 50 ms, or zero. The SGW then uses this delay in between receiving downlink data and sending the DDN message;
-
normally, upon receipt of a downlink data packet for which there is no DL-TEID of the S1/S4/S12 user plane tunnel, the SGW shall send the DDN message to the MME/SGSN without delay.
An MME/SGSN receives over S11/S4 signalling traffic that originates from an SGW or PGW: 

-
DDN requests are the essential part of the signalling traffic an SGW originates to the MME/SGSN (the rest is negligible); 
-
given that an MME/SGSN can signal overload information to a PGW to throttle the traffic that the PGW may originate towards the MME/SGSN, and that overload control should be homogeneously supported within a PLMN (see clause 8), there is no need for an SGW to throttle PGW originated traffic towards an MME/SGSN. This could only be useful for roaming scenarios with home routed traffic when overload control is not supported or used across the VPLMN and HPLMN boundaries, but this represents moderate traffic (LBO is used for IMS) and thus not proposed to be retained. 
So signalling overload information from an MME/SGSN to an SGW would only serve to trigger throttling of DDN requests, which would be largely redundant with the existing DDN throttling mechanisms. One potential limit of the existing mechanisms is that an SGW may possibly continue sending DDN requests for normal priority traffic to an MME/SGSN in overload. This can be solved by allowing by configuration the SGW to also throttle DDN requests for normal priority traffic (the SGW would then throttle in priority DDN requests for low priority traffic).   
Consequently, no real need has been identified at this stage for introducing a new overload control procedure from the MME/SGSN to the SGW (with SGW as consumer of the overload information).
NOTE:
No need has been identified either for introducing a similar procedure from the PGW to the SGW (with SGW as consumer), see subclause 4.2.4.3.2. Therefore GTP-C overload control procedure will have minimum impacts on SGW.       
* * * End of Changes * * * *






























































































































































































